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Abstract 

 

A recent trend is observed in the context of the radio-controlled aircrafts and automobiles 

within the hobby grade category and Unmanned Aerial Vehicles (UAV) applications 

moving to the well-known Industrial, Scientific and Medical (ISM) band. Based on this 

technological fact, the present thesis evaluates an individual user performance by 

featuring a multiple-user scenario where several point-to-point co-located real-time 

Remote Control (RC) applications operate using Frequency Hopping Spread Spectrum 

(FHSS) as a medium access technique in order to handle interference efficiently. 

Commercial-off-the-shelf wireless transceivers ready to operate in the ISM band are 

considered as the operational platform supporting the above-mentioned applications. The 

impact of channel impairments and of different critical system engineering issues, such as 

working with real clock oscillators and variable packet duty cycle, are considered. Based 

on the previous, simulation results allowed us to evaluate the range of variation for those 

parameters for an acceptable system performance under Multiple Access (MA) 

environments.   
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Chapter 1 

Introduction 
 

The operation of radio-controlled aircrafts and cars within the hobby grade category in 

the well-known and license-free Industrial, Scientific and Medical (ISM) frequency band 

have become more and more popular in the last few years [1], [2]. Many planes can be 

now operated in the same physical area without worries about frequency control, 

eliminating the need to check everyone else's channel numbers prior to flying. The 

possibility of turning up at a club with the wrong crystal in the transmitter unit does not 

constitute a worry anymore. Operating at 2.4 GHz also puts the radio control out of the 

frequency range of any noise caused by the other electronic components that are part of 

the aircraft, such as the motor, speed controller, and any metal-to-metal noise eliminating 

interference and glitching that can affect traditional frequency Remote Control (RC) 

systems. 

 

In this chapter, we will first present some background information or update concerning 

the state-of-the-art of the targeted real-time RC applications mentioned above (i.e., low-

power ISM-based RC applications, which implies the use of well-known ISM 

transceivers). The problem statement that has motivated this research work is then set, 

followed by the research objectives that need to be accomplished in order to produce a 

complete solution to the former problematic situation. Finally, main contributions of the 

present work to the status of the knowledge in the topic are delivered. 

 

1.1 Background and Motivation 
The aforementioned extraordinary trend that has emerged from the traditional RC 

systems implementation is widely supported by the hardware electronics point of view, 

since a plethora of powerful wireless low-power System on Chip (SoC) in the ISM band 

(popularly known as ISM transceivers)is already available in the market at reasonable 

costs [3-6]. 
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SoC ISM transceivers have evolved continuously in time through five generations; the 

current generation runs at a high level of system integration. It is common not only to 

find a microcontroller (introduced in 2006 within the fourth generation) that is already 

embedded on a chip and some other well-established data link layer capabilities such as 

the Enhanced ShockBurst™ protocol, but also fully-programmable frequency-agile 

synthesizers with a Phase Lock Loop (PLL) settling time as low as 90 μs [3], [4]. 

Examples of the fifth generation transceivers are the nRF24LU1 [7] and the CC2511F32 

[8] from Nordic Semiconductor and Texas Instruments Inc., respectively. 

 

Three techniques have evolved in order to allow for systems coexistence in the ISM 

band: Time Division Multiple Access (TDMA), Direct Sequence Spread Spectrum 

(DSSS), and Frequency Hopping Spread Spectrum (FHSS). However, it has been shown 

that FHSS is the more suitable technique for packet-based real-time RC applications 

constrained to relatively low data-rate and low power [4]. The actual status of the U.S 

sub-1GHz ISM band, covering from 902 to 928 MHz, is well-known as being a shared 

spectrum resource with many license-free radio communication systems that interfere 

with one another [9]. FHSS has emerged as one of the variants of spread spectrum 

technique which enables coexistence of multiple networks (or same network devices) 

within the same physical area [10]. In this sense, the Federal Communication 

Commission (FCC) recognizes FHSS as one of the techniques withstanding “fairness” 

requirements for unlicensed operation in the ISM band. 

 

Based on what has been previously mentioned, the present work is focused on the FHSS 

shared-spectrum access scheme which has been successfully employed in the realm of 

real-time RC applications [4]. 

 

When considering real-time remote-controlled applications, system latency is of critical 

importance and becomes our main constrain. Servomechanisms located on such an 

apparatus trigger physical movements on its control surfaces that are supposed to act 

proportionally to a given manual action performed at the Remote Control Unit (RCU). It 

will be assumed throughout this work that with the transmission of a single packet, all the 
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control commands needed by the system to drive its outputs are interchanged between the 

transmitter and the receiver. Radio channel is prone to errors, interference being the most 

important cause in this context at the time of addressing system latency. In the event of a 

considerable packet loss, control commands that were sent to the intended receiver are 

consequently lost and the remote-controlled unit becomes a non real-time follower of the 

RCU. In this case, a lag may happen during the radio control session if the time delay of 

system response exceeds certain real-time threshold. 

 

Given all these notions, the problem statement is presented next. 

 

1.2 Problem Statement 
In previous research work such as [11], the performance evaluation of a single real-time 

RC application (i.e., a single master-slave association where no network environment is 

considered) operating in the ISM band under the effect of typical channel impairments 

has been addressed. Co-channel interference and channel noise effects were taken into 

account by means of the Packet Error Rate (PER) which is more suitable when dealing 

with packet-based radio systems. However, there still exists the need for a more realistic 

scenario (i.e., a multiplicity of users running identical RC applications) where a single 

system performance characterization is to be attained. Based on this primary idea, the 

main problem that motivated the present research can be fully stated as follows: a real-

time RC system that operates in the ISM band and which is the basic constituent of a 

non-centralized control network (no network timing or system controller is considered 

mediating the access to the medium) that comprises a number of identical master-slave 

associations needs to be evaluated in terms of its performance. 

 

The network, as shown in Figure 1.1, is basically a set of unidirectional links between 

paired nodes in a peer-to-peer fashion where the sending node, called here Primary 

Transmitter and denoted as (PTX), should be understood as an application (consider a 

remote control unit) running on a host controller connected to a typical ISM sub-1GHz or 

2.4GHz transceiver. 
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ACK ACK 

ACK 

PTX: Master (running TX and RX modes). RC unit 

                              
PRX: Slave (RX mode only). Remote-controlled device  

Figure 1.1 Typical RC FHSS-MA network configuration 
 

The control unit is supposed to send commands with certain latency to a remote 

controlled flying apparatus where the Primary Receiver (PRX) or the intended receiver 

resides. Each association will interchange packets synchronously at a rate called message 

rate (Tc) as shown in Figure 1.2. 

 
Variable packet duty cycle 

Master 
(PTX) 

Time (ms) 20 40 
Tc Tc 

40 20 Time (ms) 

Slave 
(PRX) 

                        Tc: Message rate 

Figure 1.2 Basic way of communication that takes place in the targeted network 
 

Each of these above mentioned associations is based on a Stored Reference (SR) slow 

FHSS system, which implements a uniform serial acquisition scheme enabled by a 

matched filter. The system performance is to be evaluated based on two metrics: System 

Lag Occurrence Probability (SLOP) considered in this work as the main metric and 

system throughput. They are considered satisfactory enough in estimating the behaviour 

of the system latency and its relationship with system design parameters. 
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System engineering issues such as the non-synchronization between active users, clock 

drift and its impact on the correlation property of the hopping pattern are to be analyzed 

within this proposed network environment. All the aforementioned issues that are 

intrinsic to the communication medium besides the previously cited system imperfections 

should bring us to a more realistic vision with regard the targeted application. 

 

1.3 Research Objectives 
Based on the problem statement that has been formulated in the previous section, the 

research objectives are the following: 

1. Develop what was implemented in [11] by extending it to a multiple user 

scenario. In other words, a Synchronous Frequency-Hop Spread Spectrum 

(SFHSS) network with ideal clock oscillator is to be considered. 

2. Compare results with those published in [11] in order to evaluate the present 

implementation. 

3. Extend the scope in the research topic by also considering the Asynchronous 

Frequency-Hop Spread Spectrum (AFHSS) case besides the aforementioned 

SFHSS scenario but under certain system engineering issues (to mention: 

Operation with an imperfect clock oscillator and a variable data packet duty cycle 

at the user/application level) as part of a more realistic simulation ISM 

environment. 

4. Evaluate the performance of a single real-time remote control system under the 

above mentioned conditions and make proper recommendations. 

 

1.4 Methodology 
As an initial task to be developed in this research work, an extension of what was done in 

[11] was proposed as a first level approach objective. For this aim, a set of slow-SFHSS 

RC real-time applications/users are to be simulated. In order to accomplish this: 

1. An exhaustive review of [11], its theoretical and practical foundations are to be 

performed. 

2. As a result of the above, a model for a typical slow-FHSS RC application and the 

transmission medium will be implemented. The plurarity of FHSS 
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In order to validate our model with respect to [11], the behaviour of the main system 

performance metric (i.e., SLOP) with respect to key system engineering parameters will 

be estimated through a set of experimental tasks. These computer-based experiments will 

run based on the model kernel to be built in the present development and are to be 

conducted considering all the necessary constrains at this level. 

 

At a higher level of complexity and pragmatism with respect to the previously mentioned, 

two interesting case studies are of concern for this research: an asynchronous FHSS 

network (featuring variable packet duty cycle) as it is considered the more general case in 

a CDMA scenario, and a synchronous FHSS network where imperfect clock oscillators 

and a variety of hopping patterns are considered. In order to achieve these new case 

scenarios, it will be necessary to implement (model) the following aspects: 

1. The asynchronicity between active users/applications or hopping sequences. 

Under this new condition, a variable packet duty cycle or the amount of time the 

transmitter will reside on each channel will also be modeled. 

2. Real and independent clock oscillators driving the hopping sequences within a 

SFHSS network. Under this condition the implementation of a special set of 

hopping patterns that holds a very attractive cross-correlation property will be of 

interest. 

 

Finally, set of experiments are to be performed according to each of the above mentioned 

special cases subject to their respective constrains. It should allow us evaluating the 

impact of the intra-system interference on system performance by means of the SLOP 

and throughput referred to a single user/application. 
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1.5 Main Contributions 
Our research could be considered as an extension of the scope proposed in [11]. More 

specifically, we have introduced the following new aspects: 

1. Extend the model developed in [11] to a multi-user environment, given by a 

multiplicity of identical slow-FHSS users. This aspect responds to the need for a 

more realistic scenario to be evaluated. This fact is the most valuable contribution 

to the state-of-the-art in the topic. 

2. Under this multiple access umbrella, two scenarios have been simulated and 

analyzed: SFHSS and AFHSS Multiple Access (MA)-based RC networks. 

3. Packet duty cycle and clock drift variability and their impact on system 

performance for the AFHSS and SFHSS-MA cases, respectively. 

 

Based on these contributions, we are currently working on a conference paper. 

 

1.6 Thesis Outline 
The rest of this thesis is organized as follows: 

 

Chapter 2: A literature survey is presented in order to give a concise update of the state- 

of-the-art developments in the following topics of interest: real-time RC system 

performance characterization and modeling. Relevant works on Frequency-Hop Spread 

Spectrum medium access technique are also reviewed. 

 

Chapter 3: This chapter is dedicated to bring some insights in the receiver and channel 

modeling framework that supports both the SFHSS and AFHSS-MA scenarios. 

 

Chapter 4: Simulation results for the SFHSS and AFHSS-MA scenarios are presented 

and discussed. 

 

Chapter 5: General conclusions are given based on the partial results obtained in the 

previous chapter. Future research directions are also proposed. 

 

 
7



 

Chapter 2 

Literature Review 
 

In this chapter, literature resources related to aspects of main interest for this research are 

reviewed in order to establish a state-of-the-art for the topic. Main system engineering 

issues, such as FHSS radio technique and related issues, and system main performance 

metric are concisely examined. In the specific case of the FHSS technique, not only the 

classic approach is taken into account, but also a more pragmatic vision of the technique 

which is in accordance with low-power SoC applications. 

 

Finally, key aspects related with the modeling of a typical RC FHSS association (i.e., 

PTX-PRX) and the transmission medium will also be reviewed. 

 

2.1 Frequency Hopping Spread Spectrum Radio Technique 
In a standard FHSS system the transmitter–receiver pair cyclically hops according to a 

known pseudo-random sequence or code throughout a frequency band ( ), which is 

subdivided into M RF channels or frequency bands

ssW

{ }Mfff ,...,, 21 . The hopping sequence 

will dictate the current carrier frequency to be synthesized (located at the center of each 

of these sub-bands) and on which the transmission is supposed to take place. The time 

interval the transmitter spends on each channel is commonly referred as the dwell time. 

This parameter is equivalent to the Time on Air (ToA), as is more commonly referred in 

the ISM low-power SoC literature. 

 

Usually, the hopping channels have the same bandwidth ( fΔ ) that is selected according 

to a specific application. Based on all of this, it is possible to define the system 

processing gain (Gp) [12], [13]: 

 

M
f
fMGp =

Δ
Δ

==
Bandwidth Message

Bandwidth RF  (2.1)
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Equation (2.1) encloses the intrinsic advantage of using FHSS as a system compared to a 

single channel conventional system that would use a bandwidth ( ) centered around a 

specific constant RF carrier all the time and where narrow band interference may cause 

the system performance to notably deteriorate. FHSS systems deal better with the narrow 

band interference phenomenon by continuously allocating the RF emission through a 

series of M disjoint channels which comprise the total net hopping bandwidth . 

fΔ

ssW

 

In general, the well-known SR FHSS scheme, which implies no explicitly transmission of 

the spreading code or sequence, is typically used for RC applications based on low-power 

SoC systems. Due to this, synchronization between the transmitter and the receiver in 

both time and frequency domain is to be achieved. FHSS technique can also be 

implemented for these applications as slow or fast, depending on the rate between the 

amount of modulation symbols that are transmitted and the number of hops the system 

performs [12], [14-16]. 

 

For the synchronization of the reference frequency-hop pattern produced by the receiver 

synthesizer with the incoming pattern, it is in general desirable for the receiver to be 

capable of obtaining synchronization by processing the received signal [15], [17]. 

 

There are two domains of uncertainty when considering synchronization between the 

transmitter and the receiver: time and frequency. In order to get the locally generated 

code phase synchronized with the incoming delayed version of it, two processes are 

accomplished at the receiver: acquisition and tracking. Particularly, the acquisition stage 

always takes place after a system is powered-on or when synchronization is lost due to 

the effect of external factors, mainly channel noise or interference. 

 

Acquisition provides coarse synchronization by limiting the choices of the estimated 

values to a finite number of quantized candidates of timing and frequency offsets [15]. 

When system enters in acquisition, such a coarse alignment could take some considerable 

time (known as acquisition time) depending on the search scheme or algorithm used in 

relation with the quality of the transmission medium. Acquisition schemes are commonly 
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based on serial or parallel (also known as the matched filter technique) search strategies. 

Something in common with these two search mechanisms is a correlation process which 

gives an a priori idea on how similar the signals to be synchronized upon reception are. 

The acquisition process is normally concluded by a control subsystem in the receiver 

once the phase of the locally generated sequence is brought to within a fraction of a hop 

with respect to the incoming sequence [15]. After this condition is detected and verified, 

the tracking system is activated. Further details on parallel and serial acquisition schemes 

can be found in [12], [15], and [18]. 

 

Parallel search technique exhibits the fastest acquisition time because all possible code 

offsets are examined simultaneously. However, its implementation could be expensive 

since it implies the same number of matched filters as hopping carriers. Instead, a serial 

search is more commonly employed. In this kind of search engine, alignment trials or 

cells are consecutively performed [15]. The concept of cell is closely related to the two 

domains of uncertainty mentioned above (time and frequency or similarly, the phase of 

the frequency hopping pattern). If the result of certain tests applied on a cell is not 

satisfactory, the actual cell is rejected and a kind of search process is started by 

modifying the current phase of the local sequence and attempting to correlate it again 

with the incoming version (i.e., a new cell will be tested). Otherwise, acquisition or 

coarse alignment is declared and tracking phase is triggered. 

 

A combination of a matched filter and a serial search scheme is found to be very 

attractive when dealing with long period sequences and faster acquisition times are 

required. In this case, the matched filter subsystem is conceived to operate in a way that it 

will enable the serial search engine once a special short synchronizing sequence is 

correctly detected [15]. This scheme is thought as a short well-known (by the receiver) 

sequence which is embedded in a longer frequency-hop pattern that is used to transmit 

the payload. This special synch sequence is typically sent without data modulation prior 

to the long one and is supposed to be detected by the matched filter [17], [19]. This 

acquisition scheme combines the fast detection capability of the parallel search with the 

simplicity (low cost) of the serial search. 
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The tracking phase or fine synchronization takes over only if the above-mentioned 

correlation process satisfied the synch condition during the acquisition stage [9], [15]. 

The tracking process itself involves continuous operation where a fine alignment between 

the received and local generated hopping codes takes place by means of a feedback loop. 

There are a few popular tracking mechanisms or strategies that are currently employed in 

practice [12], [20], [21]. However, the predominant form of tracking in frequency-

hopping systems is provided by the early-late-gate tracking loop [15], [18]. 

 

It is in general desirable to have the receiver operating in tracking phase as long as 

possible and to diminish the time it takes trying to acquire synchronism (i.e., while 

acquiring coarse alignment). This again depends on certain system parameters, such as 

the search algorithm and obviously the quality of the medium used for communication 

which may not be deterministic in nature as it is for instance the case of wireless. 

 

At this point, the classical approach for FHSS operation, specifically the synchronization 

process, has already been explored. However, it is considered impractical in the real-time 

RC applications considered in this work, where small systems that normally include 

microcontrollers are involved [4]. Within this more specific context, a constant look-up 

table is commonly implemented for hopping operation where the allowed channels are 

stored (see Figure 2.1) [4], [9], [10], [13]. As a consequence, the synchronization process 

happens in a more simplistic way. The table can be built using a softtool such as SmartRF 

Studio and then stored in the microcontroller’s memory [4]. 
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Index Register Settings Frequency Number 

0 

1 

40 

[010…110] 

[110…100] 

 2 

 8 

20 

[111…000] 

   Figure 2.1 Typical look-up table for a FHSS application involving  
                                                   low-power ISM transceivers 
 

A similar table needs to be associated with each transmitter-receiver pair, being unique 

within a CDMA network. As it can be seen, there is a one-to-one correspondence 

between the microcontroller register setting and a specific RF frequency to be generated. 

 

The pseudo-randomness property of the hopping engine is typically guaranteed by means 

of the output value of a sub-routine (whenever invoked) that simply implements a 

random number generator based on a specific seed. The value at the output of the random 

generator then becomes a pointer to the table index [9]. 

 

Although the look-up table method is widely used, its memory requirements increase 

linearly with the number of frequencies considered for hopping [9]. This could lead to a 

trade-off situation with respect to the system performance, as this appears to be directly 

proportional to the number of available hopping frequencies. A solution to this drawback 

is implementing a less memory-consuming algorithm where no table is stored, but just 

the lowest frequency value in the band (for instance 902 MHz). Based on that, random 

offsets are generated in order to produce the whole hopping set [9]. 

 

When trying to acquire synch with the transmitter (within this context), the receiver 

modifies its hopping rate to a much slower value than normal (i.e., when the whole 

system is in tracking condition). This is something typical in low-power SoC applications 

[3], [4], [10]. Under this condition, the receiver dwell time will be in the order of the 

number of hopping channels times the transmitter dwell time. The opposite strategy is 
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also employed, in which the transmitter occupies a given channel for a time period much 

longer than the receiver does and then starts transmitting a recognizable training sequence 

(i.e., alternating binary pattern: 1010…). 

 

During acquisition, the receiver will always look for valid data while scanning all the 

channels. The data validation is usually performed using standard software squelch 

methods, such as Manchester coding and the Relative Signal Strength Indicator (RSSI) 

function among others [4]. When the valid data condition is reached at the receiver, then 

it will start hopping synchronously with the transmitter at the normal rate. 

 

The fact that both the transmitter and the receiver hop at a constant rate will significantly 

simplify the synchronization process in time domain (i.e., “when to hop” uncertainty) [9]. 

Since the hop rate is fixed, the number of bits that are sent per single carrier that is 

generated will also be constant. As a result, the receiver could simply count bits in order 

to set the hop instant. Bit-level synchronization is either handled by hardware or by using 

an oversampling algorithm. Further details in these synchronization techniques could be 

found in [22] and [23], respectively. 

 

In order to keep the transmitter-receiver pair hopping synchronously once acquisition is 

reached (i.e., “where to hop problem”), the following choices are commonly applied [4], 

[10]: 

1. Same seed driving the pseudo-random generators (pointer to table index) at both 

the transmitter and the receiver side. 

2. Transmitter supplies the intended receiver with the current table indexes to be 

used (embedded on the payload in the packet) in advance. 

 

The pseudo-random hopping sequence is a key point regarding the performance of a 

FHSS-CDMA system. Details on hopping sequence generation can be found in [16], 

[18], and [24]. Specifically, the behaviour of the cross-correlation property of a given set 

of hopping patterns is of main interest for our purposes. When it is considered for 

instance a set of hopping patterns that holds an attractive cross-correlation property 
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within a SFHSS-MA scenario, as long as synchronism between active users is kept, a low 

level of self-system interference and therefore more system throughput could be 

achieved. However, this is a difficult condition to be attained in practice due to system 

imperfections. 

 

2.2 Hopping Patterns 
From the literature addressing FHSS-MA or ISM low-power transceiver applications, it is 

customary that featured hopping patterns follow either a general random stationary 

process, under which Markov and Memoryless principles are considered for instance (see 

Figure 2.2), or a deterministic rule [25]. 

 

 
 

Figure 2.2 Markov (left) and Memoryless (right) based hopping patterns 
 

Throughout this research work, we will implement both categories as part of our 

modeling framework. A class of a deterministic non-repeating hopping set that is touched 

in this section will be specially applied to a more realistic SFHSS-MA network scenario 

where imperfect clocks are considered. 

 

In case of a hopping pattern following a Markov stationary process, it is only required 

that given the actual frequency number, the very next value to be generated should not be 

the same (i.e., ). Where  represents a given RF channel number to 

be used in the hopping sequence at time instant  by user . This implies that: 

 with 

0)( 1 ==+
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k
j q≤≤ ,1  [25], [26]. The parameter q refers to 

the number of distinct hopping carriers to be used in the application. As it can be seen, 
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the selection criterion for the next channel number value is made under a uniform 

distribution assumption applied to the rest of the frequencies of the hopping set. 

 

Memoryless case happens to be less stringent than previous, allowing for the current and 

the next outcome (v) to be the same; and again, a uniform distribution selection criterion 

is also considered as well. In this case,  [25], [27]. As it can be seen 

from Figure 2.2, the same value of frequency could be generated in two consecutive time 

slots. However, on the average, it is guaranteed that all the frequencies will be equally 

used. 

1
1 )( −
+ == qffP jj

 

In case of deterministic hopping patterns as a general principle we have that given a 

prime number q, it is possible to obtain a set of 1−= qN  non-repeating hopping codes or 

sequences { }11 −≤≤ Nkf k  holding an acceptable cross-correlation property. Each of 

the sequences  from the set has period N and is a kind of non-repeating codeword or 

sequence (i.e., 

kf

)11( f j −≤≤≠ + Nnf k
nj

k ). In order for such a set to hold an excellent 

cross-correlation property, equation (2.2) must hold for any pair of given codewords 

 and for all values of j: ki ff ,

 

1),(
1

0

≤∑
−

=

N

n

i
j

k
n ffδ  (2.2)

 

Where the function δ (·, ·) is defined as . 
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One of the advantages of Spread Spectrum technique is that it allows for CDMA 

operation. This means that several co-located systems as part of a wireless network could 

transmit using different hopping patterns governed by special designed pseudorandom 

sequences. Hopping frequencies that correspond to such hopping sets are usually the 

same, but they could be generated in a specific way such that rarely two or more systems 
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(active users) will collide (i.e., transmitting at the same RF frequency at the same time). 

This is true when a set of codes holds a very low correlation value for any given pair of 

codewords from the hopping set or family. 

 

In a multiple access environment, it is always desirable that interference derived from this 

principle of communications be as low as possible. Therefore, the cross-correlation 

property that is intrinsic to a set of codewords or hopping sequences becomes crucial. 

Markov and Memoryless-based hopping patterns are frequently referred to in low-power 

ISM applications and within the research literature regarding the topic of our concern 

here [9], [25-29]. However, code sets based on these random general stationary processes 

are precisely not known for holding good behaviour in this sense. What is commonly 

guaranteed besides the way a codeword is built is the statistical independence between 

any pair of them within a set. 

 

It is possible to generate a number of codes comprising a hopping set in order to deal 

more efficiently with a multiple access environment as stated before. It is also desired 

that within our application context, there is a certain level of resilience to code 

mismatching due to shift that is induced in the time domain. In other words, the number 

of coincidences between any pair of codes from a set should be kept low in order to cope 

for clock imperfections. This will imply that even when clock drift causes relative code 

shift in time domain (hopping patterns will certainly become unaligned with respect to 

each other), the above-mentioned property still needs to be attractive from the system 

performance point of view. 

 

Frequency-Hop codes based upon the theory of Cubic Congruences (CC) have its 

foundation on the theory of numbers and congruences. In this sense, it works around 

algebraic structures. This is something appropriated according with the FHSS approach 

commonly used in low-power ISM SoC applications (i.e., look-up table). An in-depth 

development of the number theory applied to obtain good correlation signals could be 

found in [24] and a concise refresh in congruence theory could be found in [30]. 
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CC codes are obtained as ordered sequences of integers, through the placement operator 

 over what is considered a finite field of order p, denoted here as , and defined 

with respect to the prime number p as follows [31]: 

)(ky )( pJ

 

)(mod)( 3 pakky ≡  (2.3)

 

Where ( ) implies congruency, ≡ }1,...,1,0{ −∈ pk  and { }1,..,2,1 −∈ pa . The last 

parameter will define a unique member of the code set or class (i.e., a specific sequence 

or codeword), since  defines a class of cubic congruence operators or a complete 

residue system with respect to the prime number p. Obviously, the parameter a will also 

define the number of codes in a set. For instance, if

)(ky

41=p  then only a number of 40 low 

mutually-correlated codes are possible to be attained by applying equation (2.3). 

 

The totality of integers generated by the product  in the previous equation is 

congruent modulo p with . The placement operator  can be seen as a binary 

operation over the set  that maps ordered pairs in the form of  in the 

set . This placement operator is also a permutation of the set 

(i.e., ) as can be seen in Figure 2.3. Hence, there will be a one-to-one 

correspondence between the above-mentioned pairs and the corresponding image . 
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185947263100
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712865391040
897610154230
961438710520

103627495810

y  

Figure 2.3 Set of codewords (Cubic codes of order 10) for p=11. J (p) = {0, 1, 2, …, 10} 
 

Generally being the set  defined with respect to the prime p as)( pJ }1,...,1,0{)( −= ppJ , 

the most complete definition for such a field is by naming it as a Galois Field (finite 

field) of order p (GF(p)), for which the following equivalence holds: 

 

( )pGFpJ p ≡⋅+Ζ≡ + ),,()(  (2.4) 

 

Where  in this case denotes a set of positive integers modulo p over which two binary 

operations called addition and multiplication are defined. 

+
pZ

 

Obviously, the fact that p needs to be an odd prime number limits the generality of the 

method; however, it is not that critical as it is shown next. There is also another constraint 

regarding the prime number p and relates the capacity of the method to produce a family 

of full frequency hop codes. As can be seen in the set of codes presented as example, each 

of the codewords (rows in the matrix) belonging to a given set fully expands over all the 

members of the finite field . In order for this to happen, the prime number p has to 

satisfy the following equality [31]: 

)( pJ

 

23 += mp  (2.5) 
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Where m should be a positive integer. This restricts the method by allowing for about 

50% of the existing prime numbers for its development. Examples of prime numbers that 

satisfy equation (2.5) and for which the aforementioned capacity holds are as follows: 5, 

11, 17, 23, 29, 37, 41, 47, 53, 59, 71, 83, 89 and 101. These values are very close to the 

typical choices for the number of hopping carriers in real-life systems (considering range 

from 5 to 101 channels) and in this case constitute about 60% of all the prime numbers in 

that range. 

 

Markov and Memoryless code sets do not provide for a full hopping code most of the 

time because of their formation law. This property should be understood as the capacity 

of a codeword of containing all the values of the finite set over it is conceived. Such a 

property is fully guaranteed by CC [31]. It is noteworthy to point out that the placement 

operator in equation (2.3) ensures for this characteristic because of the way the prime 

number p is chosen. 

 

Regarding the resilience exhibited by this code to the number of coincidences as it is 

shifted in time domain, it is shown in [31] that at most three collisions (i.e., the number of 

components between any given two codewords that match) will happen for the same 

prime number p. This is something theoretically supported by the fact that the placement 

operator difference function given by equation (2.6) has a maximum of three non-

congruent roots for k (i.e., by making the previous equation equal to zero and applying 

the Lagrange’s theorem as stated in equation (2.7)). This function is evaluated based on 

the difference between any two placement operator values generically considered as  

and [31]: 

1y

2y

 

))(mod()(),;)(( 1212 pkywtkywtkyy −++=Δ  (2.6)

 

)(mod0)())(()(mod0),;)(( 33
12 pbktkapwtkyy ≡−+⇒≡Δ  (2.7) 
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Where t and w refer to time and frequency domain respectively. In this sense and more 

generalized, a time-frequency shift is considered. However, in our case, we would just be 

interested in any displacement in time domain. In equation (2.7), the parameter (b) plays 

the same role as parameter (a) in equation (2.3). 

 

Related with the previous idea, an upper bound (usually claimed to be uniform over the 

entire code class and range of code displacement) for the maximum number of collisions 

is possible to be attained in case of the CC family of codes [31]. This fact is normally 

verified at the simplest level (i.e., by considering just any two codes from the whole set). 

In the context of our experiments, this fact was verified by the uniformity observed with 

respect to the maximum number of collisions that the code set exhibits when successive 

shifts are applied to it in the time domain. 

 

Based on what was introduced in Section 2.1 regarding the practical way in which FHSS 

systems are currently implemented in low-power ISM transceiver applications, a unique 

look-up table could be assigned to each of the master-slave association in the network. 

 

The feasibility of implementation for this family of hopping codes in regards to our 

application context is evident. 

 

2.3 System Main Performance Metric 
In [11] and [32] the performance of a single real – time FHSS packet-based RC system 

that operates in the ISM band was completely characterized by means of the SLOP. No 

other previous research work has addressed the concept of probability of a lag occurrence 

in order to quantify the user experience during a typical radio control session. 

 

In presence of real-time RC applications based on packet radio, a lag is verified whenever 

the system latency exceeds the Human Response Time (HRT), assumed as 100 ms [11]; 

this is something obvious since at any given time instant during a real-time radio control 

session, the stimulus applied to the system is simply an input from a user. 

 

 

 
20



 

In case of FHSS systems, SLOP can be related to the synchronization process as a whole. 

To this effect, the synchronization algorithm referred in [11] known as the modified 

transmitted reference (see Figure 2.4) was found very convenient. In fact, the algorithm 

results quite suitable for packet-based slow FHSS systems [17]. It is based on the 

assumption of a serial search acquisition engine enabled by a matched filter. In this sense, 

for every packet sent by the transmitter, the matched filter sub-system will search for a 

preamble or special synchronization sequence. This is known as the search state within 

the algorithm and once it is correctly detected, the transmitter-receiver pair has reached 

what it is known as the acquisition state. At this point the receiver will initialize its own 

hopping process based on the long sequence. Since it is known at the intended receiver, it 

keeps hopping synchronized by tracking the number of received bits once the timing 

reference obtained from the matched filter has been established. 

 

              

START 

       Sync     
   sequence 
   detected? 

Store relevant  
   synch data 

     Re-initialize counter 
& enable timing recovering

yes

yes 

no

Disable timing recovery 

(A)

(β) 

Maintain synchronization based on 
                     past info 

       Sync     

Increment counter 

   sequence 
   detected? 

counter 
  >=N? 

no yes 

no 

& enable timing recovering 
     Re-initialize counter 

(B)

(β) 

(α)

(C)

(α)

Figure 2.4 Modified transmitted reference synchronization algorithm [17] 
 

The robustness of the modified transmitted reference algorithm relies on the possibility of 

maintain synchronization based on the extrapolation of timing data which is stored at 

every correctly received packet (labeled as A in Figure 2.4). The fact of a packet being 
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received correctly will represent a new possibility for the system to keep the tracking 

condition normally for longer. Since information about the past states of the long hopping 

sequence, the number of received bits within the current packet, and the length of it is of 

knowledge for the receiver, it can be able to maintain acquisition lock (labeled as C) in 

case the time synchronization sequence was not detected (labeled as B). Based on that 

information, it will be possible for the receiver to correctly commute of frequency at the 

end of the current packet or time slot. 

 

If the special preamble is not detected properly due to the presence of strong interference 

at a given hop time, the system assumes that in the next hop channel conditions will 

differ from the current one and will remain in tracking condition using the last good 

timing reference instead as explained above. If bad channel conditions persist such that N 

successive packets are not correctly received, the algorithm will force the receiver to go 

under re-synchronization in order to get a fresh time reference, as shown in the flowchart. 

 

In general, the acquisition phase by means of the initial search process could be time 

consuming. Being under in-lock condition, a FHSS system would only go under search 

stage due to the effect of independent factors such as channel noise and Multiple Access 

Interference (MAI) that may lead the system to lose synchronism completely. Such a 

transition is always undesirable since chances for a lag to occur are in general more 

likely. While trying to acquire synchronism if the inter-arrival time of two consecutive 

non-corrupted packets exceeds the HRT, a lag will be verified. Consequently, system 

response will not hold the real-time condition since control commands that were sent to 

the remote unit did not reach the receiver at the intended time instant. 

 

A simple inspection of the two distinguishable cases when defining SLOP within the 

context of the referred synchronization algorithm will help to draw some interesting facts 

regarding the adequacy of the metric. 

 

Case 1 considers the time it takes for the synchronization algorithm to declare out-of-

lock condition ( ) is greater than HRT. This case is only associated with the stage prior LST
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to re-acquisition; in this case, a lag would happen before the system decides to re-start the 

synchronization process. Assuming both, statistical independence between data packets 

and one packet transmitted per hop, it follows that [11]: 

 
dwellTHRTPERSLOP /=  (2.8)

 

Where PER is the probability of a packet to be corrupted and  is the system dwell 

time. In [11] PER is normally associated with the Bit Error Rate (BER) of the channel 

under the assumption of a uniform error distribution hypothesis [33]: 

dwellT

 
LpBERPER )1(1 −−=  (2.9)

 

pL  is the actual packet length, usually considered fixed within the application context of 

our concern. It is clear that when  is decreased in equation (2.8) (for instance, by 

increasing the data transmission rate while keeping  constant) chances for a lag to 

happen are minimized. Related with this and based on the algorithm in Figure 2.4, 

considering HRT of around 100 ms, it will be less likely that N successive erroneous 

packets will be received. In this sense, the probability for a lag to happen would be lower. 

dwellT

pL

 

In case 2, the opposite happens, as the time it takes for the receiver synchronization 

algorithm to declare it has lost synchronism  is less than HRT. A more complex 

situation given by the interaction of two processes (i.e., acquisition and tracking stages) at 

the receiver will define the occurrence of a lag. In this particular case SLOP is given then 

by the joint probability of two statistically independent assumed events [11]: 

LST

 

))(( LSLS THRTTPPSLOP −>=  (2.10)

Where  is the probability for the system to go under re-acquisition stage; this directly 

addresses one of the events mentioned previously. This fact can schematically be seen in 

LSP
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the Finite State Machine (FSM) model diagram shown in Figure 2.5 that could be 

associated with the algorithm shown in Figure 2.4 and where the uppermost state 

(designated as ACQ) represents the process of re-acquiring synchronism. With respect to 

this particular state, it is considered as the starting point from where the synchronization 

algorithm will always initiate. Whenever the receiver system loses synchronization 

completely or is powered on (indicated by the START condition in the FSM diagram), it 

will try to acquire time synchronization with the intended transmitter. Whichever of these 

two events happen, the receiver’s hopping sequence phase is shifted by algorithm to a 

value that corresponds to the middle of the hopping band [11]. When communication 

starts or during the acquisition processes the transmitter and receiver may be in different 

RF channels while trying to acquire synch with each other. Due to this, any transmitted 

packet is considered as missed by the receiver regardless its status as it traverses the 

medium [11]. 

 

RF channel matching condition
                      & 
Correctly received packet 

Corrupted  
or missed packet received 

START 

p 

p

p

n n 

Lock_N-1 
 

n 

Lock_1 
 

Lock_0 

ACQ 

N consecutive 
corrupted 
received packets  

 
Figure 2.5 FSM diagram associated with the modified transmitted reference 

                                       synchronization algorithm for the receiver system 
 
In the previous state diagram, the transition probabilities n and p are such that PERn =  

and , respectively. States from 1 to N-1 imply that a bad packet has been 

received but the receiver system is still in synch condition. With respect to those states, 

np −=1
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whichever be the current state of the receiver if the synch preamble is declared erroneous, 

the algorithm causes the system status to move forward in the chain with probability n. If 

the opposite happens, the system will go back (if system was at a state other than 

Lock_0) to the leftmost state, represented as Lock_0 with probability p. This state 

represents the desired condition where the receiver is properly interchanging data packets 

with the transmitter without forcing the synch condition by means of extrapolating time 

data from previous successful receptions. Assuming statistical independence between 

consecutive erroneous packets, it is possible to relate  with PER as follows [11]: LSP

 
N

LS PERP =  (2.11)

 

In order for the receiver system to declare out-of-lock condition, N consecutive erroneous 

packets should have been received. In such a case, system status will be shifted to the 

state ACQ and will remain in such state trying to acquire synchronism afresh upon the 

successful detection of the short synchronizing sequence performed by the matched filter 

subsystem. From equation (2.11), as the value of the parameter N is increased as part of 

the synchronization algorithm, there would be fewer chances for the receiver to go under 

re-acquisition for the same channel conditions, something that could also be inferred 

from the FSM diagram. This will certainly decrease the likelihood for a lag to occur. 

 

However, in order for a lag to verify as stated before, another event must occur given by 

the probability: ))(( LSTHRTTP −> . This event verifies whenever the system is not able 

to acquire before the remaining time given by the difference between the HRT and the 

time it takes for the system to declare itself out of lock ( ) elapses. This event has to 

deal entirely with the acquisition process where the search strategy used will play an 

important role in this probability. If for instance, a uniform serial search algorithm is 

employed, each of the channels in the hopping band is serially scanned in order to find 

which of them satisfies the matching condition with respect to the transmitter (i.e., same 

RF channel). In this case, only the level of affection due to the channel impairments will 

define the system performance. 

LST
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Despite what has been mentioned above regarding [11] and [32], the fact of considering a 

plurality of users scenario by modeling a set of Frequency-Hop (FH) codes o patterns was 

not implemented. The impact of MAI on the performance of an individual system in a 

wireless multi-user environment is well-known. Given a total of K active users in the 

network, the average probability of symbol error at any given user provided that there are 

K-1 interfering users, will depend on the kind of FH pattern employed [25]. This is 

something that is examined in this research work. In concordance with what can be found 

in the related literature, both random general stationary process and a type of 

deterministic based FH pattern sets were considered in this work with the aim of 

evaluating system performance in a more realistic scenario. Finally, the fact of modeling 

multiple users also facilitated a way to impose and evaluate certain technical constrains 

of interest for this research, such as variable packet duty cycle and imperfect clock 

oscillators governing the hopping sequence at every active user. 

 

2.4 Channel and Transmitter-Receiver Models 
Models developed in [11] for the channel impairments (i.e., interference sources and 

noise) and the receiver system reflect the reality at a certain satisfactory level and will 

extensively be used as a modeling reference throughout the present research. They are 

closely related to each other as the way the receiver evolves in time will highly depend on 

the status of the channel at every hopping period. 

 

The channel model in [11] was conceived such that two channel types (or status) are 

possible: Blocked channels considered under 100% of PER (presence of strong co-

channel interferers) and the non-blocked channels associated with a certain PER due to 

other sources of interference not specified in [11]. The latter is modeled by means of a 

random generator which is implemented for each channel of the hopping band. The 

generator’s output will dictate the status of the channel at every hopping period according 

to the indicated rate (i.e., defined value of PER). 

 

The FHSS transmitter model is simply a subroutine that cyclically runs on a specific 

ordered set or a list of integer numbers (hopping sequence) representing the allowed 
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hopping channels. The slow FHSS receiver system operates under the well-known 

uniform serial acquisition scheme enabled by a matched filter. The modified transmitted 

reference synchronization algorithm is assumed as the theoretical base for the model as it 

is known for its suitability for packet-based FH radio [17]. A FSM model suggested for 

the receiver properly describes the states transitions according to the aforementioned 

synchronization algorithm. More details about the operation of the receiver algorithm can 

be found in Section 2.3. 
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Chapter 3 

Model Implementation 
 

The present chapter comprises four sections that provide a detailed explanation of what 

has been specifically developed in this research work regarding the model framework. 

Particularities associated with each of the scenarios mentioned within point three of our 

research objectives are analyzed. As stated in the previous chapter, due to its suitability, 

we basically followed the core of the modeling developed in [11]. However, new aspects 

have been introduced, for instance, when conceiving the multi-user environment and the 

interference model. 

 

Section 3.1 addresses certain new aspects that are considered in the interference 

phenomenon when conceiving a more complete and realistic channel model. Based on 

what is treated in the previous sections, it follows Sections 3.2 and 3.3 where details 

about the modeling of a SFHSS-MA network operated with ideal and real clock 

oscillators are provided, respectively. Finally, in Section 3.4, the AFHSS-MA scenario is 

analyzed as the more generalized multi-user environment. 

 

3.1 Channel Impairments Modeling Issues 
No co-channel interference, specifically due to MA, is modeled as a set of a predefined 

value of 100% of time affected channels as it was done in [11]. Since we deal with a 

multi-user scenario where a specific set of hopping codes is modeled, this kind of 

interference is essentially left to the sake of collisions happening at every dwell time. 

This interference obeys a probability of occurrence that increases as the number of users 

accessing the medium does. This important issue will be treated more in depth in Section 

3.2.1. 

 

On the other hand, due to its nature, RF emission is vulnerable to interference from other 

sources. This has become a real and serious problem for commodity technologies that 

share the ISM band [34], [35]. Interference phenomenon due to external sources has been 
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considered here specifically as partial-band interference, as it has been pointed out as the 

most harmful effect to slow FHSS systems. 

 

In order to be as realistic as possible, the presence of interference sources that are 

exogenous to the system should be taken in consideration [35]. They are, among others: 

commercial 2.4 GHz cordless phone systems; Bluetooth personal area devices; 

microwave ovens (with 50 percent of duty cycle which create a jamming pulse in the 

above-mentioned band); and low energy RF lighting sources. Interference could 

potentially occupy a portion of the entire hopping frequency spectrum (either as 

concentrated over a given spectral region or through some isolated frequencies or bands). 

The nature of this interference can be modeled as partial-band interference; being in this 

case, the “jamming” signal modeled as a zero mean wide-sense-stationary Gaussian noise 

process [12], [18]. Based on this, it will exhibit a flat power spectral density over a 

fraction (α) of the entire hopping bandwidth ( ). Following this line of reasoning, it 

could be possible to think of the partial-band interference distribution at any time instant 

to be comprised of narrow band jammed portions that are spread out all over the hopping 

band . This fact can be related to a probability that corresponds to the aforementioned 

percent (α) that there will be active users whose RF emissions will be affected at every 

dwell time [12], [18]. 
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How fast the interference distribution pattern changes (i.e., the distribution of the set of 

channels that are under interference effects) is something that has been assumed here in 

the order of a dwell time period. This means that we assume a constant interference 

pattern during at least that amount time. It is something that we believe strongly depends 

on the dynamic of the environment where radio communications take place. For instance, 

an urban and a rural-like scenario will not behave the same from the interference 

perspective (in how aggressive and dynamic it could be). 

 

Depending on its intensity, the interfering signal represented by  in equation (3.1) 

could make the Signal-to-Noise-plus Interference Ratio (SNIR) low enough as to make a 
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channel at a given time instant (i.e., at dwell time) completely useless. The SNIR is 

assumed as follows: 

 

oo

b

JN
E

SNIR
+

=  (3.1)

 

Where 
R

P
E av

b =  is the bit energy in [watts x sec],  the useful signal average power, R 

is the information rate in [bits/sec],  is the thermal noise power spectral density and 

avP

oN

ss

av
o W

J
J = is the interfering signal power spectral density both in [watts/Hz]. In this last 

expression, the numerator is the average received power of the interfering signal [12], 

[18]. 

 

In our model, as in [11], each channel status will dynamically move between two states 

depending on the level of interfering signal that is present during the dwell time. For 

instance, a channel is considered as “good” when its BER is low enough and will only 

depend on the well-known Signal-to-Noise Ratio (SNR) [18], [36], and [37]. In this 

desirable case, the quality of the channel is just associated to the Additive White 

Gaussian Noise (AWGN) behaviour. On the other hand, when the interference level is 

much higher than the thermal noise floor, the term  in equation (3.1) is much greater 

than  and the channel is then considered under strong interference. As a consequence, 

the received packet is declared corrupted. The reason that it may lead to this fact could be 

either the level of interference due to the presence of co-channel or in-band RF 

emissions, which correspond to same system and external-to-system interference 

respectively. 
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Following what has been considered above, every channel of the hopping band has been 

modeled such that there is a random generator associated with it [11], [36]. Two states 

(i.e., good or bad) are possible for the channel as we stated before; the generator corrupts 
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the associated channel at the pre-selected probability PER (see Figure 3.1), which in turn 

is closely related to the parameter (α) introduced earlier in this section. Channels are 

assumed to behave statistically independent with respect to each other through the whole 

simulation session. 

 

Set of hopping frequencies 

                     
  

Good Bad 

α

β

Ch 1 Ch 2 Ch 3 Ch 24 Ch 25 Ch 39 Ch 40

The channel condition will be governed by 
the probabilities α and β. This will be the 
output of the random generator at every 
dwell time for a given channel. 
 
The probability PER and a channel 
being in the bad state are closely  
related. 

Two – states model for the channel: 

Figure 3.1 Model for the channel as interference is considered 
 

Related with Figure 3.1, Table 3.1 shows the possible states for the noise generator 

output and the value assigned to the status of the channel at every dwell time. 

 
Table 3.1 Mapping of generator output-channel status 

 
Output of the random 
generator at channel ith 

    State of the channel ith 

0 Good 
1 Bad 

                        

Since we are dealing with a multi-user environment, at every dwell time the random 

generator is invoked in order to check for the channel condition in which each of the 

active users is transmitting. Figure 3.2 shows the kernel of the analysis that is performed 

on each packet as it traverses the channel and finally gets to the receiver. Initially, before 

a packet is sent, its status is set to non-corrupted. Recall that a single packet is sent at 
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each system hop. Hence, the status of a packet is initialized as “good” at every hop 

period. Generated packets are assumed, as in [11], to be mutually statistical independent. 

 

   
Figure 3.2 Analysis performed on a packet as it is generated at the transmitter (TX) and reaches the 

                   receiver (RX). The blue and red paths are complementary to one another’s implications 
 

At every dwell time and after the analysis presented in the aforementioned figure is 

performed, the following updates take place per user basis: 

1. Number of correctly-received packets; 

2. Number of corrupted packets; 

3. Number of missed packets; 

4. Inter-arrival time whenever the status of the packet is good; 

5. Lag event, if it happens (based on previous point), is recorded. 

 

 

Collision with similar kind of users 

Generated packet at user ith 

dwell time=ToA

 TX 

P_ S =1 * 
RF Channel main effects 

Interference 

Analysis 
Performed at 
every dwell 
time 

The code checks for just one condition:    
The chance of another user(s) using the 
same RF channel at the time ToA. All the 
implicated packets if collide, are considered 
corrupted. 

Collision 
? 

No

RX 

Interfered 
      ? 

No 

P_ S=1P_ S=0 

Yes 

The code checks for two conditions:  
Yes  

1-If the current RF channel is under   
interference or not (check the vector of 
channels status). 
 
2-If the packet has been crashed or not. 

*P_S: Packet status (0 =>Erroneous   1=> Good) 
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3.2 Synchronous Frequency-Hop Spread Spectrum Multiple-Access 

(SFHSS-MA) Scenario with Ideal Clock 
A FHSS-MA network can be categorized into two schemes according to the grade of 

synchronism between users hopping patterns. As this case suggests that, theoretically, 

there will be a perfect alignment between them in time domain as shown in Figure 3.3 

[28]. 

 

Frequency (MHz) 

User 1 

User 2 
User 3 

Packets 

[ms] 
0 40 60

F1 

F2 

F3 

T hop 

Tdwell 

Collision 

20 

                T hop: Hopping period Tdwell <=> Time on Air (ToA) <=> Time slot 

Figure 3.3 Synchronous FHSS-MA scenario with ideal clocks 
 

The kind of FHSS operating scheme simulated here, as stated earlier, is the well-known 

SR in which a pseudorandom code is known at both the transmitter and the receiver sides. 

 

As can be seen in the diagram, all the users join the network for the first time at time 

instant  ms, adopted as a temporal reference here. From this point in time, users will 

keep hopping with a fixed hop period of 20 ms, which also corresponds to a clock tick. 

Based on this, the dwell time or equivalent to the ToA is considered to be 20 ms. In what 

follows within this scenario, we may interchange between these two terms and time slot, 

as indicated in the previous mentioned figure, since all of them refer to the same 

magnitude. 

0=t
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Regarding the way a plurarity of users (i.e., a network of real-time RC FHSS 

applications) is implemented, we have that the bottom line for the modeling of this aspect 

has been the implementation of a set of statistically independent sequences or hopping 

patterns via pseudorandom generators in a computer. The output at each random 

generator is supposed to follow a certain statistical principle. Normally, we build a set of 

hopping patterns (i.e., an array of codewords) according to the desired number of RC 

applications to be tested, and then they are periodically repeated as the simulated radio 

session lasts. 

 

In conclusion, the modeled network could be thought of at this point as several master-

slave associations interchanging packets at a period of 20 ms perfectly synchronized (no 

clock drift is considered) with respect to each other. A specific correlation property for 

the set of hopping sequences is not considered at this stage. Related with this, we expect a 

significant number of collisions per time slot. As is shown in Figure 3.3, if two or more 

users jump to the same frequency they will collide 100 percent of the time. An example 

of this situation would be the collision of packets sent by users 1 and 3 at frequency F2 

within the time slot from 20 to 40 ms that can be seen in the same figure. Besides the 

channel modeling issues explained in Section 3.1, intra-network collision causes 

interference as well (i.e., self-system interference) and they together will impact the 

system performance. Of course, it is something that could be alleviated in this kind of 

scenario by implementing a hopping set which exhibits an attractive cross-correlation 

property. We will touch this feature more in depth as part of a more realistic SFHSS-MA 

scenario later in this work. 

 

3.2.1 Collision Analysis 
In general, errors in multiple access systems are due primarily to MAI. In considering a 

collision or hit at the hopping level, we have adopted the idea given in [25]: a hit at user 

 from the user is verified if thi thk )()( tftf ikk =−τ  for at least one value of t within the 

 hop interval [ . Parameter thl ] kdwelldwell TllT )1(, + τ  is any delay (if considered) at the 

hopping pattern level. This means in the wide sense that if the phases of any given pair of 
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codewords or hopping sequences ( )ki ff ,

1

 that belongs to a network are identical 

(something that is extensively applied to an asynchronous FHSS scenario), a collision of 

packets that are being transmitted by two or more active users will verify. This fact will 

become an additional source of system performance degradation. 

 

When considering a multiple user scenario with K FHSS active systems, the probability 

of one or more collisions from the −K  network users at user during one dwell time 

in the case of mutually independent random general stationary processes is given by [25]: 

thi

 

( )1−− hP 11 −
∧

= KP  (3.2) 

 

Where the term  refers to the probability of user  is hit by at least one user (user ) 

in the network in presence of AWGN or a nonselective fading. For Memoryless type FH 

patterns, this probability is given by [25]: 

hP thi thk

 

( )⎟⎟
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N
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b
h  (3.3) 

 

bN  is the number of data bits transmitted in one dwell time. In case of Markov based FH 

patterns, we have for the same conditions, that [25]: 

 

( )bh NqP /111 += −  (3.4) 

 

This latter probability is in general greater than the one given by equation (3.3). 

However, when the number of hopping channels (q) is increased, they behave very 

similarly. For example, when considering values for  and  of 40 distinct RF 

channels and 160 bits respectively, we obtained the same probability for 

both cases. 

q bN

)0258.0( =hP
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As an illustrative example, the dependence of the probability given by equation (3.2) 

evaluated for the Markov case, with respect to the number of distinct RF carriers and the 

number of active users in the network could be seen in Figures 3.4 and 3.5, 

respectively.
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Figure 3.4 Dependency of probability of one user being hit by the rest of the active users in the 

                         network as the number of RF channels is changed (theoretical) 
 

It can be noticed that as the availability of distinct RF carriers for hopping increases, the 

chances for collision decreases, something that supports what was stated as a conclusion 

in [11]. Since fewer collisions are expected, the inter-arrival time of correct packets 

decreases and this in turn increases the performance of our system eventually. 
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Figure 3.5 Dependency of probability of one user being hit by the rest of the active users in the 

                         network as the network load is varied (theoretical) 
 

It is also possible to note that as the number of active users is increased, the performance 

referred to a single user/application gets worse, something that was verified in our 

simulated scenarios. By intuition, as the number of possibilities for a given channel to be 

simultaneously used increases, more chances for collisions are to be expected for a same 

number of RF hopping frequencies. It was found that system performance was more 

sensitive to an increasing in the number of users in case of a low number of RF carriers 

(comparing curves for 20 and 80 RF channels for an increase in the network load from 15 

to 20 users in the previous mentioned figure). 

 

In case of deterministic FH patterns, the probability 
∧

P  will differ from the general form 

given by equation (3.2) being in this case [25]: 
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In this case, an upper bound is set for  as different from previous cases [25]: hP
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 (3.6) 

 

Inequality given by equation (3.6) will impose an upper bound on the probability given 

by equation (3.5), which roughly corresponds with the case for the Memoryless based FH 

patterns for large values of q. The condition imposed by equation (2.2) is very strong and 

could make equation (3.6) very low or zero as it is the case of the kind of deterministic 

hopping code set that is discussed in Section 2.2. 

 

As the simulation time evolves, the effects of noise and interference are analyzed together 

at every dwell time (as shown in Figure 3.2). Besides the status of the interference due to 

noise at every channel that is used at a given time slot, we analyze how many packets 

were corrupted due to collision events. It is clear that the only condition to be evaluated 

under this circumstance is as follows: 

 

ji RFchannelRFchannel =  (3.7)

 

Where  and{ UsersnumbActiveji ,...,2,1, ∈ } )( ji < . Equation (3.7) simply evaluates the 

event that two or more users are using the same channel at a given time slot. If it is 

satisfied, packets sent by users i and j are both automatically declared corrupted and 

counted. This is the main difference between our model and respective analysis with [38] 

when considering interference other than noise itself, since we are dealing with a multiple 

access network. 

 

 

 
38



 

3.3 SFHSS-MA Scenario Implementing Real Clock Oscillator 
In the specific scenario we are analyzing here, an initially hopping-level synchronized 

network is considered. As it was previously explained in our problem statement, each 

master-slave association will interchange packets with fixed length at a given rate, 

commonly known as message rate and denoted here as (Tc) as it is depicted in Figure 1.2 

[39]: 

 

Hz)(in  Rate Message
 Hz)(in Clock  ReferencePeriod Channel =  (3.8) 

 

The denominator in equation (3.8) could be thought of as the number of messages per 

second sent over the channel, and it could be typically found as an adjustable parameter 

in a specific range (e.g., from 0.5 to 200 Hz), while keeping the packet payload fixed to a 

certain size value (8 bytes, for instance). The value in equation (3.8) is normally 

associated with an integer value that is stored in the transceiver memory (by means of an 

internal configuration register). Also from the same expression, the numerator is 

commonly referred as to the output of a reference oscillator (clock) driven by a quartz 

crystal. This reference value is commonly implemented via an external oscillator or could 

be internally synthesized from an external reference, as is shown in Figure 3.6. 
 

 TIMING 
BLOCK 

SoC Internal Architecture 

XTAL 
EXTERNAL 
REFERENCE 

Clock Ticks 

                   Message rate 

Figure 3.6 Typical timing system seen in most ISM low-power SoC 
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For instance, the quartz-based oscillator model CO-402A-OX from Vectron Inc. has the 

main electrical parameters as follows [40]: 

 
Table 3.2 Typical specifications for a quartz-based clock 

 

Output 10.24 MHz 

Output Level TTL compatible (up to 10 loads) 

Input voltage 5V dc ± 5% 

Accuracy ± 0.005% 

Temperature Stability 0.0025% =25 ppm/(0ºC - 70º C) 

 

It happens that at any given time the output oscillator’s frequency will differ from the 

desired specified frequency or named plate frequency; in the example above, it would be 

10.24 MHz, resulting in a frequency error. Usually this error is comprised of three 

primary factors: Initial accuracy, temperature stability, and aging [40]. While Vectron, 

for instance, keeps separate values for the initial accuracy and temperature stability, these 

factors may be combined in an overall allowable error with no frequency tuning 

adjustment. The appropriate term is frequency – temperature accuracy or simply 

tolerance, and it is the maximum allowable deviation from the specified nominal 

frequency, again over a temperature range [40], [41]. 

 

The tolerance factor will impact the system performance in different ways. For instance, 

within the transceiver RF synthesizing section, care must be taken at the time of choosing 

a clock (i.e., its tolerance value). To this effect, system allowable bandwidth or channel 

spacing will lead the selection criteria [39], [41]. Also, clock imperfections (which 

manifest itself as a deviation with respect to the initial clock’s frequency) could 

compromise the nature of the correlation property that a given hopping set holds at a 

certain point, by continuous variation induced in the message rate in equation (3.8). In 

doing so, we have added an extra complexity to the model, being this scenario even 

closer to the reality with respect to the previous FHSS-MA case. 
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The differences in the period between any two given clocks (i.e., belonging to any given 

pair of users) could be very small. For instance, in our case the targeted tolerance is: 

 

ppmFF nomo 5.1±=  (3.9)

 

Where  is the real frequency value at the oscillator’s output and 

. However, the accumulative difference over a large 

number of oscillations could be noticeable enough based on the nominal value for the 

output frequency. This is an important point to be tracked carefully in this specific 

section, as it will give an idea on how degraded the system performance can be as time 

elapses. 

oF

Tnom/ HzmsFnom 5020/11 ===

 

For the model implementation concerning this scenario, we conceived a situation based 

on what was shown in Figure 3.3, which corresponds to all the hopping patterns perfectly 

aligned at the time instant equal to zero. Under this idealized case (i.e., perfect clock), 

hopping patterns would evolve completely aligned in time. Figure 3.7 shows a modified 

and more realistic version with respect to what happens in the aforementioned case, 

where the relative shift of the hopping codes induced by imperfect clocks is taken into 

account. 
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Figure 3.7 SFHSS with imperfect clock. Values (F) represent current RF channels  
                                   that are used to transmit the packet 
 

Based on the previous mentioned figure, some aspects from the modeling perspective are 

described as follows. For instance, the way each user’s hopping sequence evolves in time 

is represented by horizontal bars vertically split by vertical parallel dashed lines that 

delimit the duration of a packet transmission (i.e., dwell time). These intervals of 20 ms 

each would directly be associated to the dwell time in a scenario where ideal clocks are 

employed. In this new scenario, they are retaken, but only as time references since the 

real value of ToA would not be 20 ms as real clocks are employed. As a time reference, 

these intervals are used to delimit what we call here lower and upper bounds and they are 

normally associated with each of these time periods (for example, as indicated in the 

diagram, specifically for the time period ranging from 20 to 40 ms). The role of these 

bounds will change as time passes by. For instance, a time reference that was taken as the 

upper bound in a previous network activity period will be the corresponding lower bound 

in the very next activity period, and so on. Within this particular scenario, we also use the 

concept of network activity period that is related with the interval of time comprising 

same order user clock oscillations (factor n in equation (3.10)) and the corresponding RF 

channels used by each of them to transmit a packet. To explain, we have that the first 

 

 
42



 

oscillation of the clock for all the users happens at around 20 ms, as shown in the diagram 

in the same figure. In some cases (such as user 1), the time instant a given user’s clock 

ticks is below 20 ms, and in some others it is above the 20 ms reference (such as user 1 

and k). This fact will define more accurately what we have considered by network 

activity period in this specific context. This concept will help in the a posteriori analysis 

performed through all the active users in the network as simulation time is running. 

 

The main factor that causes system perturbation within this new condition is the usage of 

real clocking systems. This phenomenon is considered in equation (3.9) and is modeled 

by defining, as part of our initialization block, the sign of the clock drift for each user’s 

clock in the network in a random manner. If the sign of the clock drift of a given user 

results to be negative, for instance, then this clock will shift to the left at a constant rate 

(e.g., user 1 in Figure 3.7). This rate is obtained from equation (3.9). As can be seen in 

the diagram shown in the same figure, as the network starts hopping, each user’s message 

period or hopping time will vary according to the specified clock drift. As mentioned 

earlier, there is an accumulative effect present which is normally related to the clock drift 

phenomenon and is graphically represented by the continuous increase of the time gap 

(Δ) (given by equation (3.10)). It can be estimated graphically as the time difference 

between the time instant a given clock is actually ticking and the upper bound of the 

associated network activity period taken as a time reference. 

 

[ms]   DriftClockn×=Δ  (3.10)

 

The n factor accounts for the number of oscillations of the clock that have elapsed at any 

given point in time. When considering our specific clock tolerance already introduced in 

by means of the equation (3.9), we have that the amount of offset time in seconds that 

will be added to or subtracted from the clock’s nominal period as the system starts 

hopping will be given by equation (3.11): 

 

sec20sec/1030 9 mDriftClock     −×=  (3.11)
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As can be seen, our targeted clock deviates a very small amount at every tick if it is 

compared with the example given in the Table 3.2. Of course, this is closely related with 

the quality of the crystal chosen for a specific application. 

 

An important point to be attained in our experiments will be characterizing the impact on 

system performance of what has been detailed here so far. This is something we believe 

depends upon a great deal on the design or nature of the hopping codes. Here we recall an 

important principle: A FHSS system should be implemented according to a specific 

application. As our RC application runs on real time basis, it is important, if possible, to 

alleviate as much as it can be the effect of interference. MAI, at least, can be attenuated 

up to certain limits with a robust hopping code design. 

 

3.3.1 Modeling issues: Collision Kernel Analysis, Transmitter-Receiver 

with Real Clock, and Interference 
As master-slave associations start running under the normal FHSS system operation, 

hopping patterns will start to become unaligned with respect to each other whenever the 

sign of the clock shift differs (i.e., opposite signs). As explained earlier in this section, 

this is something that is subject to clock imperfections. This situation will give rise to two 

kinds of collision events at the hopping pattern level [27], [42]: full (something that we 

have analyzed previously in Section 3.2.1) and a partial collision type. A typical scenario 

detailing this issue is shown in Figure 3.8. 
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Figure 3.8 Collision events in SFHSS scenario with real clocks. Partial collision  
                                      and full collision at frequencies F3 and F1are respectively shown 
 

A complete collision pattern can be defined from the previously referred figure. At this 

point, we could say that this is something that is not dependable on the nature of the 

hopping code set. However, the consequences of it are indeed highly dependable on the 

nature of the hopping pattern. 

 

A full collision is verified whenever two or more users make use of the same RF channel 

to transmit a packet for the same amount of time (i.e., dwell time). For instance, in Figure 

3.8 this happens to users 1 and K when transmitting a packet at frequency  within the 

activity period between 40 and 60 ms where transmissions of all active users mostly take 

place. Both packets will be totally hit as the collision lasts the whole dwell time. This 

event was dominant 100% of the time in the SFHSS case (with ideal clocks) whenever a 

collision ocurred. 

1F

 

A partial type of collision could involve more than two packets simultaneously when 

analyzing any two given users. In this case, packets that are involved in the collision are 

affected but only for a given percent of their duty cycle. For instance, this would happen 

to users 1 and 2 in the above-mentioned figure, within the period ranging from 40 to 80 

ms. In this particular case, a maximum of three packets could be involved instead of just 
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two, as in the previous referred and more trivial situation (i.e., full collision). It is clear 

that up to three packets could be compromised in a partial collision case when 

considering just any two codewords from the set at a time (i.e., users 1 and 2 in the 

example). Of those three packets, one belongs to user 1 which is transmitted at 

frequency ; the other two belong to user 2. These two packets are transmitted at 

frequency  and , respectively. However, the latter could perfectly be sent at 

frequency  instead (if Memoryless hopping pattern would be employed). In the 

scenario taken as a graphical example, we intentionally caused two of them to collide 

since the same frequency  was used only twice (by users 1 and 2) in the time interval 

from 40 to 80 ms. In this case, we say that the packet corresponding to user 1 at  is 

partially affected by the packet sent by user 2. From user 1 perspective, this is known as a 

collision from the left with respect to user 2. The same situation would happen to user 1 

(but from the right) if user 2 used the same frequency  instead of . However, in this 

case, the packet sent by user 1 would be partially affected by the packet sent by user 2 but 

from the right side. 
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Whenever either Markov or CC code set is implemented within a scenario as described so 

far and any two codewords are considered from the whole set, it will be possible for a 

packet to experiment only partial collisions but only from one side at a time. This is 

justified by code construction. The same however, does not happen in case of 

Memoryless code, where, again by construction, two consecutive packets can be 

transmitted at the same frequency. In this sense, for instance, up to three packets would 

be compromised in a similar situation. Another interesting aspect is that if two or more 

sequences are running under the same clock drift direction, for instance, users 1 and K, 

they will keep the initial desired level of cross-correlation property throughout the whole 

radio control session. Obviously, this will have a significative impact on the system 

performance, as we stated earlier. 

 

Based on what has been previously analyzed, we performed the collision analysis in two 

stages at every network activity period during the simulation session. At the first level, 
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we analyze for collisions within the current network activity period (e.g. for example in 

the time gap ranging from 40 to 60 ms in Figure 3.8). It will comprise possible full and 

partial collisions within one network activity period. In this case, a partial collision is 

verified if hopping patterns are unaligned, as would be the case for packets transmitted by 

users 1 and 2 within the time period from 40 to 60 ms, for instance. This first stage, 

which deals only with one single network activity period, is satisfactorily solved by 

simply evaluating the same condition as in equation (3.7), which is applied systematically 

throughout all the active users within the same period of time under analysis (i.e., a given 

network activity period). This situation is indicated as (1) in Figure 3.9. 
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(Time reference) 

 LOWER BOUND 
(Time reference) 

 Fi 
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                         User Clock tick 

Figure 3.9 Kernel of collision analysis for SFHSS-MA with real clock case 
 

What has been considered here as a second stage of the collision analysis will always 

involve the current network activity period plus the consecutive one. The analysis is now 

focused on the interaction between any given two consecutive network activity periods. 

In this case, we are looking for possible RF emissions coming from different users that 

overlap in time and frequency with each other; something that will also give rise to 

partial packet collisions. As part of this analysis, users within the current network activity 
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period whose clock’s next tick is greater than the upper bound associated with the same 

network activity period are specially identified and tracked during the simulation session. 

Figure 3.7 will help to illustrate this kind of analysis. For example, users 1 and K 

transmitting at frequencies  and  respectively are classified under this kind of 

special users. Related with this, we store the user’s number, the actual channel in use, 

and the value of time the clock ticks for those users (if any) in separated variables. In the 

case of the last parameter, it is stored by default for all the active users within any given 

network activity period. These values are kept on track and updated at every network 

activity period. 

iF ''iF

 

At this second level of collision analysis, we attempt to solve for typical situations where 

the event of a partial collision from the left (considering both packets transmitted at 

frequencies  and , respectively) with respect to the packet that is transmitted at 

frequency  for instance (indicated as (2)) could normally happen. For this aim, we 

systematically perform a comparison of the value of time the clock ticks (i.e., user 

message period value) for each user with the rest of the active users in the same network 

period. For example, based on the same figure, the status corresponding to the packet that 

is transmitted by user 2 within the rightmost network activity period at frequency  

could be affected by packets that were transmitted by users 1 and K at the previous 

activity period. In fact, these packets overlap in time, even when they belong to two 

different activity periods. Note that these packets started to be sent from the previous 

network activity period using frequencies  and , respectively. An overlap in time 

and frequency will give rise to packet collision as mentioned before. 

iF

jF

''iF

jF

iF ''iF

 

The very next value of the clock tick at user 2 with respect to the one associated with the 

use of the RF channel at frequency  results to be smaller in value if compared with the 

same clock timing value at user 1. As a consequence of this, packet at frequency  

could be potentially damaged by the packet that was sent from the previous activity 

period at frequency , if the RF channels match. Something similar involving users 2 

'iF

jF

iF
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and K could also happen. In this case, the opposite happens with respect the previous 

example, since the time value of user K results to be bigger than the corresponding to 

user 2. Again, a partial collision from the left with respect to the packet that is to be sent 

over the RF channel at frequency  by user 2 could potentially happen. These different 

situations are verified whether the following condition individually holds: 

jF

cT

 
j

c
i T>  (3.12) 

 

Or vice-versa, where the term  refers to the message rate at any given generic user i, j. cT

 

At this level of collision analysis, we need to evaluate for two conditions in the 

following order within a given network period. First, we verified whether or not the 

above-mentioned inequality holds. Depending on the nature of the previous inequality, 

the a posteriori collision analysis will be performed in two different manners. For the 

value of sub-index i; with { }numbUsersi 2,1 ,...,∈ , we evaluate the whole set of active 

users for sub-index j, where { }1,...,2,1 −∈ numbUsersj . 

 

After condition given by equation (3.12) is verified, then condition given by equation 

(3.7) is checked for RF frequency matching as usual. If both conditions hold, then all the 

packets involved are declared corrupted. As stated before those packets belong to 

different network activity periods, since what really matters is the interaction between 

any two consecutive activity periods. Depending on the result of this double evaluation, 

the sub-set of declared erroneous packets may vary. 

 

By systematically performing the above two levels of analysis, we solve for both 

collision patterns. It is important to notice that in case of CC codes, for instance, given 

that users 1 and K clocks drift into the same direction, packet sent at frequency  would 

be partially affected by only one packet from the left (either at  or ) from the whole 

set of codes. This is due to the fact that all the sequences which are hopping under a 

jF

iF ''iF
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same-behaved clock will hold the original orthogonal property during the whole radio 

session. This fact may or may not happen in case of hopping sets based on Markov and 

Memoryless sequences. As a consequence, more complex collision schemes where three 

packets are involved could give rise in these cases. 

 

In previous development, such as SFHSS with ideal clocks, our interference model was 

implemented in a simplistic way. A two-state random generator was associated with each 

of the channels belonging to the hopping band. The rate at which a given channel 

appeared corrupted depended entirely on the value of the PER; that, of course, in turn 

depends on the channel SNR by means of the BER. 

 

Within this specific scenario, we have slightly modified our model of interference by 

taking into account the Adjacent Channel Interference (ACI) phenomenon. A general 

view of the interference scenario (in its most complete version) that we try to conceive 

here is shown in Figure 3.10 [35]. 

 

 
Figure 3.10 Interference scenario for a typical wireless ISM application [34] 
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SAME SYSTEM INTERFERENCE 

Co-channel 
(Collisions) 
     MAI 

EXTERNAL to SYSTEM INTERFERENCE 

INTERFERENCE 

   Sub-set of channels under  
Adjacent channel interference 
    (Reference channels) 

 Sub-set of channels with 
 In-band perturbation 

Adjacent channel (ACI) 

  15% is assigned   85% is assigned 

In-band emissions 

    % (α) of the entire hopping band under interference 

Figure 3.11 General interference model 
 

Based on what is shown in Figures 3.10 and 3.11, we implemented our general model for 

interference. A percent of the entire hopping band that will be affected by interference is 

first defined. This percent will correspond to the parameter α mentioned in Section 3.1. It 

is then split based on the concept of interference source by assigning a given weight to 

both, the ACI, that could come from same system or sources that are external to the 

network, and to the in-band interference phenomenon which in this case is only 

associated to sources that are external to the network. A weight of 85% is assigned to the 

in-band interference and 15% to the occurrence of ACI at any time. The latter percent 

will define the so-called reference channels (i.e., victim channels that belong to our 

network) when dealing specifically with this type of interference. The percent of 

occurrence that is assigned to each of the interference source is something that is flexible, 

depending on the environment where communications take place. We in general believe 

that the percent of affection due to in-band emissions is more likely to be higher than the 

ACI. 

 

Related to the ACI analysis, we have considered a frequency scheme ordering such that 

indexes that are contiguous in a typical hopping table (as shown in Figure 2.1) will also 

imply real RF frequency values that are adjacent in this case. This simple assumption will 

simplify the frequency proximity analysis within the narrowband interference analysis. 
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Based on this, when looking for corrupted packets due to this kind of interference, we 

only check for adjacency of order unity (below or above) with respect to the current 

channel under analysis. 

 

Packets at two different channels within the same network activity 
period Initial packet status at both channels = 1 

                      Collision analysis 
Performed in such a way that accounts for both: 
         Partial and full packet collisions 

            Adjacent Channel Interference (ACI) 
                 Analysis on the reference channel 

ACI on the reference channel and In-band    
interference analysis 

Final packets status at both channels 
       (Statistically independent) 

   Status = 0
->Corrupted 

   Status =1 
 ->Correct 

External to 
system 
Interference 

Same-system 
Interference 

                  0 Packet is not corrupted1  Packet is erroneous 

Figure 3.12 Algorithm for the collision and interference analysis in the slow SFHSS-MA  
                                scenario with real clocks 
 

As can be seen in Figure 3.12, the analysis when considering ACI is combined with the 

collision detection routine performed for this specific scenario. Being a particular 

network activity period under such an analysis, we first check the presence of collision as 

explained earlier in this section. Again, the condition given by equation (3.7) is used 

exclusively within a single given network activity period when checking for collisions. 

However, the combination of equations (3.8) and (3.12) is employed when the interaction 

of any two consecutive network activity periods due to clock drift is of main interest. If 

one of the previous conditions does not hold within its respective scenario (i.e., full or 

partial collision), then we check for channel proximity as shown in Figure 3.12. In this 

case, if the targeted channel appears as being affected by ACI (recall that we consider this 

channel from the ACI point of view as the reference channel) we declare the packet that 

was sent at this channel is corrupted if the adjacency order is one. In case in which the 
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order of the adjacency is not one, but the targeted channel still appears affected by ACI 

type, we declare the packet corrupted, assuming for this case that the interferer is a source 

that is external to our network. 

 

In this particular scenario, it is assumed that the transmitter and the receiver clocks 

(timers in each of the master-slave pairs in the network) are kept in synchronism as much 

as possible as it is achieved by the modified transmitted reference algorithm [17]. For this 

aim, the transmitter side is continuously sending timing data using special beacons or by 

embedding it within a normal low-level protocol frame (indicated as Time Sync in 

Figure 3.13). The transmitter sends a time stamp that corresponds to a reading of its own 

clock when the synch information is sent to the receiver in each or almost every packet (it 

could be flexible). The receiver, in turn, compares the received time data with its internal 

timer and will proceed to adjust any difference between the readings. The scheme we 

followed here for the receiver synchronization can be found explicitly in [17]. 

 

In case the receiver did not get the correct time data (because the intended packet was 

corrupted, indicated as event (B) in Figure 3.13), the very next tick will be clocked with 

respect to the current value it has in memory, which corresponds to the timing data 

contained in the last correctly received packet. In the example, such a reference is 

contained in the packet received at time instant equal to 200 ms. As a consequence, the 

actual clock value at the receiver may differ from the transmitter. Timing values obtained 

under proper reception circumstances are normally stored in the receiver subsystem as 

part of the modified transmitted reference algorithm [17]. Of course, as soon as a packet 

is correctly received, both clocks will highly match. What has been explained so far, 

applies straightforwardly when it happens that N consecutive corrupted packets are 

received, in which case the receiver will eventually go under acquisition stage as stated 

before. 
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Figure 3.13 Transmitter-Receiver data flow timing diagram with real clock 

 

We recall here that the receiver under acquisition process will keep hopping, but with the 

difference that its dwell time (only under this circumstance) will be much longer with 

respect to its intended transmitter. This has been adopted as the strategy to follow for the 

receiver being under acquisition stage (i.e., while searching for time synchronism) 

throughout this work [10], [11]. In this situation, the receiver timer is still clocking using 

the last good time reference it has [17]. As soon as the system re-acquires (i.e., 

acquisition phase ends), both clocks will run quite synchronously to each other and both 

(transmitter and corresponding receiver) start hopping at the same rate. 

 

Initially when both the transmitter and the receiver units are powered on, acquisition 

phase is commonly achieved. As we assumed independent clocks in each of the units 

within a given master-slave association, the actual clock period at the receiver may differ 

from its intended transmitter. It is something that makes our model more realistic. In the 

related literature is commonly considered that the receiver system when powered on 

wakes up at a determined frequency value or hopping sequence phase that may differ 

from the corresponding value at the transmitter [15]. Related to this, we assumed, as 
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explained before, that by procedure, the receiver will be tuned at the midpoint of the 

allowed hopping band. Again, once synchronism is successfully attained, the receiver 

timer will get the in-lock condition (i.e., timers’ value matching condition) with the 

transmitter, and the tracking process takes over as normally expected. From this moment 

forward and during the time the lock-in condition lasts, whenever a correct packet is 

received, the clock at the receiver will tick at the same rate as the transmitter end; also, a 

timing reference is updated at the receiver’s memory. Under this same situation and 

whenever a corrupted packet is received (as is indicated in the example diagram within 

the range from 220 to 260 ms), the receiver will keep in tracking stage but clocking at the 

last good timing reference. 

 

3.4 Asynchronous Frequency-Hop Spread Spectrum (AFHSS-MA) 

Scenario with Variable Packet Duty Cycle 
In this case, what mainly characterizes the situation is that there is no synchronization 

between the users at the hopping level [27]. This means that the hopping patterns are not 

aligned in time, as shown in Figure 3.12. Users will basically join the network and access 

the medium without following any coordination or discipline at different delays with 

respect to each other. 

 

A basic principle lies behind this new scenario: If two users hop to the same channel, 

they may or not collide. However, as found in our previous development (i.e., SFHSS-

MA), if two users hop to the same RF channel at the same time, they will always collide 

with one another. 

 

The diagram in Figure 3.14 shows a simplified scene of a multi-user scenario where just 

three users have joined the network in the time interval that has elapsed from 0 (taken as 

a time reference) to 60 ms. 
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 [ms] 

Figure 3.14 Asynchronous FHSS-MA scenario. Packet duty cycle: 30% 
 

As an essential temporal parameter, it has been indicated the access time or the time a 

given user joined the network ( )accT

T

. For instance, user 1 joins the network at time 

 while user 3 does at timemsTacc 5≈ msacc 36≈ . 

 

We considered a fixed data packet duty cycle of 20 ms in our previous modeled scenarios 

developed in Sections 3.2 and 3.3. This meant that a given user had a time slot equivalent 

to 20 ms to transmit the packet. In this way, the medium (i.e., the channel at which the 

user is supposed to access) will be strictly busy or occupied for that period of time. We 

have already evaluated our system performance under this condition, something that 

specifically concerned the SFHSS-MA case. 

 

System performance could be improved by featuring an adjustable data packet duty cycle 

capability of the transceiver. It has typically been pointed as one of the general solutions 

for coexistence in a multiple-access wireless networks context. 

 

It is well-known the advantages and drawbacks that imply varying the packet duty cycle. 

For instance, when dealing with either intra-system (mutual interference) or cross-

network interference, reducing the duty cycle will help by allowing for more coexistence. 
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This is commonly achieved by increasing the data rate or through data compression 

techniques [38]. Operating a system at a duty cycle less than 100% will certainly reduce 

the time that frequency sub-band or channel is being occupied. Note that in the event of 

two users hopping to the same frequency, the amount of time they will interfere with each 

other would just be the dwell time. Also, from the consumption point of view, 

transmitting at higher data rates will make lower the current in transmit mode [43]. 

However, implementing longer duty cycles will allow for more physical distance range 

between the transmitter and receiver. Usually, a lower transmission data rate will allow 

for better sensitivity at the receiver for the same physical range. As a consequence, the 

system throughput will certainly be increased [43]. 

 

It is quite common to find in the technical specifications of the ISM transceivers some 

flexibility regarding the possibility for varying the data rate. For instance, the CC1101 

from Texas Instruments Inc. offers a range from 1.2 to 500 kBaud [3]. 

 

In this development, we have combined two main aspects: the no synchronization at the 

hopping level, in addition to the possibility of some ISM transceivers for varying the 

packet duty cycle by means of changing the data transmission rate. 

 

3.4.1 Timing Parameters 
In the asynchronous case, care has been taken when considering timing aspects for 

system performance analysis. We have already mentioned one of them, which is the time 

a user joins or access the network for the first time. For this purpose, we generate a 

vector of random values of access time for the total users that will be in the network. We 

bounded these values to certain limits in time with respect to the duration of the 

simulation session. The total simulation time is closely related to the total number of 

packets to be sent, usually set for more than 1000. The access time of the very first user is 

always assumed to be zero. 

 

The timing diagram depicted in Figure 3.15 is useful in the understanding of the rest of 

the time parameters, their meanings and relationship. Again, and as in previous 
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developments, we have considered the vertical dashed lines parallel to the frequency axis 

as temporal references to which the relative delay of a given user could be referred. This 

is something used in the simulation process to allow users to join the network as their 

access times have already been generated. The number of active users in the network is 

gradually increased as their access times fall in a given network activity period as the 

simulation time is running. For instance, in the period of time between 40 and 60 ms, 

users 2 and 3 joined the network at different frequencies (which depends on their hopping 

patterns). This is indicated by the corresponding ( )accT  parameter. 

 

Based on the same diagram, we defined the relative delay, indicated by , as the 

relative amount of time between a user and the lower bound that corresponds to the 

network activity period in which this user has joined the network. It is given by: 

( xtΔ )

accT

 

j
i

acc
i
x Tt Bound Lower−=Δ  (3.13)

 

Where  and { }veUsersnumberActii ,...,2,1∈ { }yPeriodsorkActivitnumberNetwj ,...,2,1∈  
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Figure 3.15 Timing diagram supporting the asynchronous model 

 

For instance, if user 2 joined the network by accessing the medium for the first time at the 

time instant , then its relative delay will be of around 4 ms from then on, in 

virtue of the periodicity of the sequential hops that are performed by the transmitter. We 

associate a unique value of relative delay to each user throughout the simulation session 

once a user joins the network (the reason for this is that we assumed that only one user 

can join the network one at a time). From the same diagram, for example, the relative 

delay associated with user 3 is greater than the previous one, since this user randomly 

joined the network at time 

msTacc  44≈

msTacc  55≈ . 

 

The ToA or dwell time, which was already introduced in previous developments, is 

closely related to the data packet duty cycle. It is defined in the initialization block of our 

program and is kept fixed during the whole session. There is the possibility for a user to 

send the packet in less time than 20 ms and this will give the opportunity for another 

user(s) to potentially use a free time slot if they access the medium at the same channel. 

However, the physical channel condition (i.e., noise effects) will remain the same as it 
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was conceived in the synchronous case. This is one of the variables of our problem to 

play with when evaluating system performance in this new condition. 

 

The other important parameter is the remaining time ( ) a given transmitter will be 

active beyond the upper bound in a given network period. It is given by: 

remT

 

ji
i

acc
i

rem ToATT BoundUpper)(  −+=  (3.14)

 

Where  and { }veUsersnumberActii ,...,2,1∈ { }yPeriodsorkActivitnumberNetwj ,...,2,1∈  

 

From Figure 3.15, it can be seen that this situation will hold always for user 3. This 

obviously has certain implications as similar kinds of users will always finish 

transmitting in the next network period. This special case is carefully tracked in our 

processing engine, as is shown next. 

 

3.4.2 Collision Analysis 
The way interactions between users behave is constantly being monitored as the 

aforementioned time sub-divisions (network activity periods) succeed in time. Users start 

joining the network and hopping periodically following respective hopping sequences. In 

our model, we build a new hopping sequence as a new user joins the network. This new 

sequence is stored together with those that belong to the already existing active users. 

 

As we are working with a less percent of data packet duty cycle with respect to what was 

done in the synchronous case, the core of the collision analysis for this new situation is 

somehow different. Based on the temporal parameters presented in Section 3.4.1, an RF 

emission overlapping between two users is verified if besides condition given by equation 

(3.7), the following condition holds: 

 

ToAtt i
x

j
x +Δ<Δ  (3.15)

 

 
60



 

In equation (3.15) we have that { }UsersnumbActiveji ,...,2,1, ∈  and . )( ji <

 

In the collision analysis, the RF channel matching condition is evaluated first. In case that 

it is satisfied, condition given by equation (3.15) is evaluated next. If it is also satisfied, 

packets corresponding to users i and j are declared corrupted automatically. For instance, 

based on the example diagram, there is no collision registered within the period from 40 

to 60 ms, even when condition given by equation (3.15) holds for users 1 and 2. The 

reason is because these users are transmitting at different RF channels. 

 

Users that satisfy the following condition are considered under a special kind of users: 

 

0>i
remT  (3.16)

 

Where . This is the case of user 3 referred to the same 

diagram. As we mentioned earlier, we take special care with this case in order to evaluate 

all the possibilities that lead to packet clash in this asynchronous scenario. When the 

period of time that elapses from 40 to 60 ms is analyzed, some new events happen. In this 

case, two new users have joined the network, and one of them will remain in transmission 

within the next activity period (60 to 80 ms). For this purpose, we implemented a set of 

two variables storing the following values per user (reserved only for this kind of user): 

{ veUsersnumberActii ,...,2,1∈ }

1. Current user RF channel 

2. Amount of time the corresponding transmitter will be on air (which is the 

remaining time mentioned before) 

 

Within the period from 80 to 100 ms, users 1 and 3 meet at the same RF channel. In this 

case, the second kind of collision will happen, in virtue of the conditions given by 

equations (3.7) and (3.17), respectively: 

 
j

rem
i
x Tt <Δ  (3.17)
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Where and{ }UsersnumbActiveji ,...,2,1, ∈ )( ji < . 

 

As a consequence, if packet p5 was good up to this point (began being transmitted 

between 70 and 80 ms), it is now declared corrupted as it will be packet p6, as shown in 

the diagram in Figure 3.13. The a-posteriori update that follows the collision checking is 

in essence the same as it is performed in the synchronous case (presented as five points at 

the end of Section 3.1). The noise random generator is invoked at every network activity 

period, similar as it is done in the synchronous case. The system metric performance 

(SLOP) is computed, as usual, at the end of the simulation session as per user basis. 

 

 

 
62



 

Chapter 4 

Experiments setup and Simulation Results 
 

In this chapter, we validate our model framework that was explained in the previous 

chapter for both the SFHSS and AFHSS-MA scenarios. It is important to bear in mind 

that the receiver and channel models framework have been basically the same for both 

scenarios. We used the same following practical expression as suggested in [11] to 

compute our main system performance metric (SLOP) at any given user in the above 

study cases: 

 

i

i
iSLOP

packets receivedcorrectly  ofnumber  Total
lags ofnumber  Total

=  (4.1)

 

As we constantly register the inter-arrival time for correct received packets during every 

single simulation session, it is convenient from a practical point of view to estimate the 

above probability based on the concept of relative frequency. The number of lags per user 

in equation (4.1) is computed based on the inter-arrival time of correct packets. We 

basically count “ticks” that make up the inter-arrival time if the system goes under 

acquisition stage; the time it takes to re-synchronize is also taken into account for this 

purpose. If the inter-arrival time is such that it exceeds the value assumed for HRT 

(assumed in this work as around 100 ms), a lag will be registered. 

 

Several simulation sessions were carried out in order to obtain experimental results 

according to each of the scenarios. A number of 30 repetitions were usually carried out 

for all the experiments, which meant the same number of simulated single radio control 

sessions. A number of packets to be sent (generated) per simulated session was 

normally adopted as well; this will define the simulation time for one single RC session. 

In the experimental set presented in Section 4.1, we evaluate the SFHSS-MA network 

with ideal clock oscillator scenario. Section 4.2 then addresses AFHSS-MA with ideal 

31060×
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clocks. Finally, Section 4.3 deals with the case of SFHSS-MA where a targeted real-time 

RC application is operated under a real clock oscillator. For all the cases, the main goal is 

to evaluate system performance under different operating conditions given by imposing 

realistic system parameter values and external to system anomalies. In relation to this, it 

is important to get a satisfactory level of understanding in regards the grade of 

relationship between system performance (targeted real-time RC FHSS based 

application) and intrinsic system parameters not only at the system level, but also 

considering the impact of a networking environment (i.e., effects of increasing the 

network load). 

 

4.1 SFHSS-MA Scenario with Ideal Clock Oscillator 
The first set of experiments is used to evaluate the behaviour of the proposed SFHSS 

network model as compared to [11]. As a result, and based on those five outputs 

mentioned in Section 3.1, the system performance was estimated by means of SLOP 

using equation (4.1). The value at every point of each curve should be considered as an 

average over different combinations of FH code sets. The hopping sets were built 

following the generalized random process principle and are regenerated at the beginning 

of each of the simulated sessions.  

 

The experiments described here were performed with the aim of obtaining an individual 

system performance (referred to any given user/application in the network) by means of 

the SLOP, when perfect synchronization at the hopping pattern level is considered at any 

given time instant. For this purpose, system design parameters such as N and the 

probability of successful detection  were considered. Recall that N is associated, as 

explained before, with the modified transmitter reference synchronization algorithm. In 

both experiments, the network load and the number of distinct hopping carriers were 

fixed to 15 active users and 40 hopping frequencies, respectively. 

)( dP

 

The results of the first experiment show the dependency of SLOP with the PER as the 

latter is varied, shown in Figure 4.1. Three values of parameter N (3, 5 and 7) were taken 

into consideration: 

 

 
64



 

                
0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Pd=1 - PER

S
LO

P

N=3
N=5
N=7

Figure 4.1 SLOP vs Pd for SFHSS-MA with ideal clock scenario  
                                                  (15 users and 40 RF channels) 
 

Within this section, system PER is mainly associated with the harmful effect of RF 

emissions by sources that are exogenous to the system; we refer specifically to the well-

known in-band interference phenomenon caused by other systems that operate in the ISM 

band. In general, the presence of that kind of interference and intra-network collisions 

(i.e., MAI) are the most claimed factors when considering performance degradation at 

this point. 

 

By simple inspection of graphs in Figure 4.1, it is possible to observe a similar behaviour 

for an individual system (from one user/application perspective) if compared with results 

in [11]. For instance, as the value of parameter N is increased, the single system 

performance improves being the SLOP below 0.1 (or virtually zero if parameter N is set 

to seven) when half of the hopping band is affected by interference other than MAI. This 

fact will also be verified in the results corresponding to the next experiment. 

 

Theoretical curves shown in Figures 3.4 and 3.5 could be used to conclude that for the 

dependency of the SLOP on PER, a better system performance is possible to be attained 

for the same level of interference occupancy (α), the same network load, and the same 
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value of N if a greater number of distinct hopping carriers (q) are considered in the 

network. As we mentioned earlier, memory requirements increase linearly with the 

number of frequencies considered for hopping [9]. This could lead to a trade-off situation 

in respect to the system performance, as the number of available hopping frequencies and 

system SLOP are inversely proportional to one another. 

 

The second experiment relates SLOP directly to the value of parameter N for a fixed 

value of interference occupancy (50, 70, and 90%). Graphical results are shown in Figure 

4.2. 
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Figure 4.2 SLOP vs N for SFHSS-MA with ideal clock scenario  

                                                   (15 users and 40 RF channels) 
 

In this case, the main idea is to evaluate a feasible alternative from the system design 

point of view, with respect to the common solution of increasing the number of hopping 

carriers to alleviate system performance from the harmful effect due to partial-band 

interference and MAI. In fact, as shown in the results, as the value of parameter N was 

increased the SLOP decreased; this was expected based on the previous experiment. Both 

sets of results are in complete agreement with one another. It is interesting to note that for 

a network load of 15 users, 40 hopping frequencies, 5=N , and with half of the entire 
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hopping band under interference, it is possible to attain a satisfactory level of SLOP of 

less than 0.1. 

 

Despite the similarities observed in our results with those obtained in [11], certain 

differences were expected to be found since in our model, no specific channel or a set of 

them is pre-defined to be blocked 100% of the time. In our case, the blocked condition 

used in [11] for a given channel was given in our case by the chance for a collision to 

happen between hopping sequences that are generated. It is known that this is subject to a 

certain probability, as explained in Section 3.2.1. 

 

In relation to this set of experiments, it was possible to verify the similarities of our 

results with those delivered in [11] concerning the behaviour of the performance for a 

single user (real-time RC application) that operates in a MA scenario when ideal clocks 

and generalized random stationary hopping patterns are modeled. The effectiveness of 

increasing the value of the parameter N in order to alleviate the degradation effects due to 

interference as a whole is evident. 

 

4.2 AFHSS-MA Scenario with Ideal Clock Oscillator 
In this section, we present the results of our second set of experiments corresponding to 

the AFHSS-MA network. The impact of considering a variable packet duty cycle on 

system performance is evaluated mostly with the SLOP metric. This fact is considered of 

critical importance under this new scenario due to its asynchronicity nature. As 

mentioned in Section 3.4, it has typically been addressed as one of the general solutions 

for coexistence in a multiple co-located users wireless networks context. 

 

For the first experiment conducted here, we defined a given percent of packet duty cycle 

and then kept it fixed during the simulation session. The packet duty cycle was set to 

30%, which represents six milliseconds (with respect to 20 ms assumed as the nominal 

dwell time thus far). The network load was fixed to up to 15 active users and the number 

of distinct allowed hopping channels to 40. The value of N was taken as three in order to 

evaluate for the worst case scenario in regards to the receiver synchronization algorithm. 
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Based on the above-mentioned settings, system performance was evaluated as a function 

of the data packet duty cycle. 

 

The value at every point of each curve should be considered as an average over different 

combinations of FH code sets. The hopping sets were built following the generalized 

random process principle and are regenerated at the beginning of each session.  
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Figure 4.3 SLOP vs Pd for AFHSS-MA with ideal clocks (15 users and 40 RF channels) 

 

As shown in Figure 4.3, one can determine at first glance how the duty cycle would play 

an important role in getting better system response (as mentioned before within this 

section). The values of SLOP that were obtained for a single user/application being 

operated at 30% of the packet duty cycle resulted to be lower than those corresponding to 

a full cycle for the whole range of PER. To be more precise, a SLOP value of less than 

0.2 was obtained for a single user/application operating at 30% of the data packet duty 

cycle, being the interference occupancy as high as 70%. This result was expected in that 

the real chances for collisions are decreased as the channel occupancy is reduced. To this 

effect, as the receiver has to go under acquisition or resynchronization process less often 
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because corrupted packets are less frequent to happen, the chances for a lag to occur are 

lower as well (recall that for a lag to happen, the inter-arrival time of the packet has to be 

greater than the HRT). This fact makes the SLOP in equation (4.1) lower. Even if the 

receiver system undergoes a re-synchronization, the chances to acquire before 100 ms 

have elapsed are higher than before because the probability for a packet to be received 

erroneously is lower. 

 

The results corresponding to the second experiment, depicted in Figure 4.4, feature the 

dependency of SLOP as the packet duty cycle is varied in a wide range. For this purpose, 

a 50% for the interference occupancy (α) was chosen, the network load was fixed to 15 

co-located users, the number of hopping carriers was fixed to a typical value of 40 RF 

channels, and the N parameter was accordingly set to three. 
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Figure 4.4 SLOP vs packet duty cycle (15 users, 40 RF channels, and α=50%) 

 

Based on the previous figure, it is possible to observe how the response of a single 

user/application will worsen as the data packet duty cycle at which it is operated is 

increased. As stated before, the longer any given transmitter occupies the channel (i.e., 
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dwell time), the chances for it to be interfered or hit by another user that belongs to the 

same network are more likely. 

 

For values of packet duty cycle lower than 30%, for example 10%, the SLOP was very 

low. Based on that value of packet duty cycle and a typical packet size of 160 bits, a data 

transmission rate of 80 Kb/s is achieved. The feasibility of this example is given by how 

ISM transceivers as the CC1101 of Texas instruments can perfectly handle data rates of 

250 Kb/s. 

 

A comparison of both graphs shows how the SLOP values were very similar to each other 

for 30% of the data packet duty cycle and 50% of interference occupancy . This 

fact demonstrates consistency between those experiments that were conducted adapting 

our model framework to this scenario. 

( )5.0=dP

 

4.3 SFHSS-MA Scenario with Real Clock Oscillator 
The fact of having RC SFHSS systems driven by real clocks is considered a critical issue 

in this research when considering system performance evaluation. It is our aim to solely 

estimate typical hopping codes performance first and then evaluate system performance 

through its direct application to our slow SFHSS-MA scenario, where real clocks are 

considered for all the active users in the network. The part that is specifically dedicated to 

evaluate FH codes performance is found in the Appendix A. The second part of this set of 

experiments, shown in this section, is closely related to the results shown in the appendix. 

It addresses the direct application of each of the family of FH codes to our main model 

framework, which comprises the channel (communication medium) and transmitter - 

receiver models under the real clock assumption. 

 

4.3.1 SFHSS-MA System Performance with Real Clock 
This section covers a vital part of this work in that we consider all the features that will 

make our scenario as close as possible to resembling real life. In the initial experiments 

that have been analyzed within Section 4.1, we obtained an idea of the system 

performance by means of the SLOP where we assumed a perfect synchronism at the 
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hopping level. In this more pragmatic case, certain asynchronicity at the hopping level is 

introduced by considering imperfect clocks. In modeling for a typical clock oscillator, we 

have followed all the principles mentioned in Section 3.3. 

 

The involved clocks were initially set at a given output frequency that is randomly 

generated from the two possible values given by equation (3.9). The clock drift rate was 

also calculated based on the same concept given by the previous equation and is also 

given by equation (3.11). The accumulative error due to clock deviation is accounted by 

parameter (Δ ) given by equation (3.10). 

 

In this section, we present results based on our main system performance metrics: the 

well known SLOP, and the Probability of Losing a Packet denoted here as (PoLP) in 

general. PoLP at user has been defined for this purpose as: thi

 

i

ii
i sent packets ofnumber  Total

packets missed ofNumber   packets corrupted ofNumber 
PoLP

+
=  (4.2)

 

As seen from equation (4.2), not only have the total of corrupted packets been taken into 

account, but also those that have been rejected (as the acquisition mechanism assumed 

through this work operates) when the phase of the locally generated long FH sequence 

does not match with the received version. 

 

There are several variables to play with: the number of active users or network load; the 

number of RF hopping channels; the number of states N in the modified transmitted 

reference synchronization algorithm; the fact of considering the channel impairments 

(specifically, external to the system interference); clock accuracy; and, of course, the type 

of FH pattern that is employed in the network. 

 

This experimental part is divided into two sections which target different metrics in order 

to evaluate an individual user/application performance. The first section is dedicated to 

estimate an individual system performance through the PoLP. In pursuing this, we did 
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not consider any kind of noise interference perturbing an individual system other than 

MAI. The second set of experiments addresses the SLOP as a metric to be used, since the 

effects of interference sources that are external to the system are also considered together 

with MAI. In this particular case, an individual system performance is evaluated when 

parameters intrinsic to this kind of system are varied, such as the number of hopping 

channels, the kind of FH code that is implemented, the network load, and the clock initial 

accuracy or tolerance. 

 

Regarding the PoLP, a first experiment will evaluate system behaviour when only 

competition for the medium between users is of interest, subject to the implementation of 

different kinds of FH code sets. In this aspect, we varied the network load from 5 to 60 

co-located users. The clock accuracy was set to 100 ppm. The value of the number of 

corrupted packets the receiver system will handle before re-synchronizing in time under 

the modified transmitted reference synchronization algorithm (N) was set to three. Every 

single simulated RC session, as usual, was ran for  packets (that roughly 

represents 20 minutes based on approximately 20 ms for the dwell time). Specifically, the 

same test was performed for the following three different hopping patterns: Markov, 

Memoryless, and those based on the theory of Cubic Congruences. The value at every 

point of each curve should, in general, be considered as an average over different 

combinations of FH code sets and clock shift patterns. In the case of the CC code set, as it 

is deterministic, no average is specifically considered over distinct code sets. 

31060×

 

As we used 40 RF hopping channels for this experiment, it is important to point out that 

due to the fact that, in case of the CC code set, it is theoretically impossible to generate 

more than 40 users for the same number of hopping channels; we needed to consider the 

same number of RF channels for all the code sets beyond the 40 RF channel test as was 

imposed by the CC case. For instance, when a number of 50 users was tested, CC codes 

theory establishes that exactly 52 hopping frequencies will be generated and, of course, 

the network load could be kept as 50 users. Then a fair combination of 50 users-52 RF 

channels is used for the three types of code sets. Results are presented in Figure 4.5. 
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Figure 4.5 System PoLP vs the network load for three different FH code sets  
                                       (N=3 and no external to system interference was considered) 
 

Based on the results shown for an individual system within a SFHSS-MA network that is 

operated with a real clock oscillator, the difference in performance is first evident when 

using general random stationary process or a deterministic type. This is supported a-

priori by the auxiliary experiments performed directly on these FH code sets; where only 

the CC set of codes satisfactorily met the Lempel-Greenberger optimality criterion 

(please refer to Appendix A). Based on these results, we suggest the use of CC set of 

codes in a range of network load from five to 15 co-located users, for which the system 

PoLP would be less or equal than 0.3. 

 

It can also be seen how increasing the network load contributes to the deterioration of the 

system performance. This could be definitely improved for a given network load by 

increasing the number of FH channels to more than 40 RF channels, or the value of the 

parameter N, for example, to a value of seven. We believe that by implementing a 

combination of these two facts, a more balanced solution can be reached. 
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Another experiment related to the system PoLP was carried in which the aim was an 

evaluation of such a parameter as the radio session time elapses. In this experiment, two 

values for the clock tolerance were tested: 50 and 100 ppm. The network load was fixed 

to 15 active users and the number of distinct frequency hopping channels was set to 40. 

Only Markov and CC FH codes set were taken into consideration for this experiment 

since, for the previously mentioned value of the number of distinct hopping frequencies, 

the behaviour exhibited on the average by a Markov based FH code set suitably 

resembled the Memoryless case. 

 

For this purpose, we divided the total amount of packet to be sent (the same amount as 

the previous experiment) that would correspond to the total simulation time in equally 

spaced time intervals or packet batches. The system loss was evaluated at the end of each 

of these time periods. Of course, such an operation has an accumulative effect as the 

simulation time passes because we are carrying the loss experimented in a given previous 

time interval on to the current one and so on until the end of the simulation session.  

 

The main idea here was that, according to the loss the system is experiencing, a general 

re-synchronization process could be performed through the network in order to avoid 

increasing losses by bringing the set of hopping codes back to a position in time where 

the best value of the cross-correlation property is held. In case of CC code set, as shown 

in Figure A.1, the cross-correlation value of any given pair of hopping sequences is 

initially zero. In this regard, this state would be the best to attain from the whole range of 

relative code displacements. In general, this situation would be more difficult to 

determine in case of the so-called general random general processes considered here (i.e., 

Markov and Memoryless). 
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Figure 4.6 System PoLP vs elapsed time for two kinds of FH code sets and clock accuracy 
                            (40 RF channels, 15 users, N=3 and only MAI was considered) 
 

Based on Figure 4.6, it is possible to clearly distinguish, again based on previous 

experiments, the difference in performance regarding the two kinds of FH code patterns 

targeted in this case. For instance, a value of PoLP of 0.3 is reached for the CC based 

code set when the elapsed time is approximately 20 minutes (equivalent to  

packets). This fact could be taken as a practical criterion for re-synchronizing all the 

hopping patterns throughout the network. 
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It should also be noted that whatever the hopping pattern, when a less accurate clock is 

employed, system PoLP is greater for the same value of elapsed time. In addition to the 

fact that the system loss is accumulative, this could be related to the rate at which a given 

set of hopping codes is losing its good cross-correlation property as the network starts 

operating. As seen in the set of graphs for the Hamming cross-correlation function in case 

of the CC code set (see Figure A.1) that for a relative lag equal to zero between 

codewords, the number of coincidences throughout the code set is zero. To this effect, as 

each code from the network starts running under a randomly generated clock shift 

pattern, this property will be destroyed faster or slower as the clock shift rate dictates. 
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However, this fact is more complicated to conclude in case of Memoryless and Markov 

code sets; in these cases, no uniform upper bound is found for the Hamming cross-

correlation function, being that the maximum value through the set is twice as the case of 

CC codes. These codes are completely random; there could be a case where at the initial 

state a given pair of codes exhibits a cross-correlation value that is different from zero, 

and as there is a shift in time domain, the number of collisions could be as high as three 

times this value, or even lower (see Figure A.8). 

 

It can be noticed that for a network load of 15 users, very similar values for the system 

PoLP were obtained in both graphs associated with with the two experiments referred to 

above for the same total number of transmitted data packets, bearing in mind that the 

same number of RF hopping channels )40( =q  was tested. This fact shows consistency 

in both the model framework and the results model shown at this point. 

 

For the experiments concerning the evaluation of system performance by means of the 

SLOP, the value at every significative point of each curve on each the following 

experiment results should be considered as an average over different combinations of FH 

code sets and clock shift patterns. In the case of the CC code set, as it is deterministic, no 

specific average is considered over distinct code sets. 

 

In contrast to the case of system PoLP, the interference generation block was fully 

activated this time in order to consider an overall BER according to [25], where it is 

proposed that two situations need to be taken into account. First, in absence of 

interference due to specifically: In-band and adjacent channel interference, there will still 

be errors due to MAI (i.e., co-channel interference coming from same system users). 

Secondly, there will be scenarios in which the level of collisions is negligible or zero, but 

errors due to interference coming from sources other than co-channel type are possible. 

Recall that SLOP depends on the overall system PER as it was discussed in Section 2.3. 

 

As it follows, three experiments will evaluate not only the implementation of different 

FH code sets in a network, but also the impact on system performance when varying the 
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network load, the size of the frequency library, and the clock initial accuracy. The 

parameter N was, as previously, set to three in order to evaluate for the worst case 

scenario. The specific settings for the experiments will be subsequently described in 

detail. 

 

In the first experiment, we fixed the clock initial accuracy to 100 ppm. The network load 

was considered for 15 active users while keeping the size of the frequency library as 40 

hopping channels. The results corresponding to this experiment are shown in Figure 4.7 

for the two kinds of FH code sets that have been documented within this work (i.e., 

general random stationary and deterministic). 

 

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
0

0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

Pd=1-PER

S
LO

P

Memoryless
Markov
CubicCongruences

 

Figure 4.7 SLOP vs Pd for Markov, Memoryless and CC FH code sets  
                                             (40 RF channels, 15 users and interference is considered) 

 
It can be seen that the deterministic based FH code set (i.e., CC) outperformed what we 

could consider the Markov-Memoryless set for the whole range of interference 

occupancy. For instance, the CC code set can be used delivering acceptable values of 

SLOP (less than 35 %) in a critical range for interference occupancy (α) from 40 to 70 %. 

The Markov-Memoryless set exhibited approximately the same behaviour but for an 

interference occupancy range from 30 to 50 %. It should also be noted how Markov and 
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Memoryless based FH code sets performed fairly close to one another as the size of the 

frequency library was set to 40 RF channels. This means that typical Markov and 

Memoryless FH patterns will cause the system to behave similarly for high values of 

distinct hopping carriers (considering as a criterion ). This was expected, as shown 

in the results in Appendix A. 

40≥q

 

In the second experiment developed within this scenario, we wanted to show the 

dependency of SLOP on the number of active users and the effect of the size of the 

frequency library on system performance. In this case, we evaluate the system 

performance for two values of these parameters: 15 and 30 active users and for 40 and 80 

RF channels, respectively, as shown in Figure 4.8 in a composited graph. 
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Figure 4.8 SLOP vs Pd. Dependency as the network load is varied (left).  
                        Dependency as the number of channels hopping is varied (right) 

 

From results shown in the previous figure, it is perfectly clear that as a general trend, the 

performance of a single user/application will be worse as the network load increases with 

whatever kind of hopping pattern employed. On the other hand, as the number of hopping 

channels or the size of frequency library is increased, the system performance will 

improve. This conclusion was expected, based on the theoretical curves shown in Figures 

3.4 and 3.5, respectively. 

 

As stated before, the negative effects of the interference seen as a whole on system 

performance can definitely be alleviated by increasing the number of distinct RF hopping 

channels. This result was more evident in case of FH code sets based on general random 

processes. A SLOP reduction of approximately 10% was attained in case of the 

Memoryless FH code set for an interference occupancy of 50%, when the size of the 

frequency library was increased from 40 to 80 RF channels (see the rightmost graph in 

Figure 4.8). 
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At another level of comparison, specifically between kind of FH patterns, we have that 

the CC code set caused the SLOP to be less than 20% for a level of interference 

occupancy of 60% in the average, while by using memoryless based FH codes, it was 

possible to attain a level of SLOP less than 30% but with half of the hopping band under 

interference. 

 

The last experiment deals with the dependency of the system performance on the 

accuracy of the clock oscillator. The evaluation was performed for two values of this 

parameter, specifically 50 and 100 ppm. The network load and the size of the frequency 

library were fixed to 30 active users and 40 channels, respectively. Results can be seen in 

Figure 4.9. 
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Figure 4.9 SLOP vs Pd. Dependency as the clock initial accuracy is varied  
          (40 RF channels, 30 users, and interference is considered) 

 

In relation to the performance evaluation of a single user/application within a SFHSS-

MA network operated under real clock oscillator condition, this experiment studies the 

influence of the clock initial accuracy by means of the SLOP. Similar to results shown in 

Figure 4.6 that addresses the system PoLP, it was noticed that system performance was 
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worse as the clock initial accuracy was increased. As explained before, we believe it is 

possible to justify this effect based on the behaviour of the cross-correlation property of a 

given set of FH codes as time elapses. 

 

As can be seen in Figure 4.9, we are simulating variability on the percentage of 

interference occupancy; this is a factor that obviously impacts system performance and 

which acts independently of the nature of the FH pattern. Based on the behaviour 

exhibited by the set of Hamming cross-correlation functions shown in Figure A.4 for the 

CC FH code set, the good cross-correlation property that this family of codes holds at lag 

equal to zero (as shown in Figure A.1) will be compromised as the set of codes are 

randomly shifted through its rows. For this specific case, in order to give rise to 

interference due to collisions, any two hopping sequences or codewords from the set need 

to be shifted in opposite directions. Operating these sequences at 50 or 100 ppm will just 

accelerate the possibility for more collision to happen per unit of time. Using a 50 ppm 

clock (based on equation (3.9) for msHzFo 2050 ≡= ),  ticks of the clock will be 

needed for one complete time slot to be shifted; in case of 100 ppm is used, only half of 

this is needed. This will increase the probability of more packets to be hit per unit of 

time, and that will in turn increase the probability for any given system to experience a 

lag. Of course, as has been shown throughout this work, it is possible to compensate this 

effect by considering a larger value for the parameter N. Recall that this experiment was 

already conducted for . 

31020×

3=N

 

In regards to the case of a FH code set based on general random processes, it is 

something more difficult to conclude as they are completely aleatory. This fact could also 

be inferred from the behaviour of the Hamming cross-correlation functions for Markov 

and Memoryless based FH code sets (see Figure A.7) compared with the corresponding 

cross-correlation functions mentioned previously. 

 

In conclusion, the Synchronous and Asynchronous FH-MA were the main testbench 

where the targeted real-time RC based application on which this work is focused was 

analyzed. Experiments were conducted with the objective of studying the relationship 
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between key system engineering parameters and the performance of such an application 

in a new condition as the multiple access networks; this could be considered as the main 

global objective of this research. Based on this, we learned how the following system 

aspects impact the response of a real-time single RC FHSS based application: the 

maximum number of erroneous packets that the modified transmitted reference algorithm 

tolerates before re-synchronization (N); the use of real clock oscillator; the cross-

correlation property of the hopping set; the variable data packet duty cycle; and the 

interference phenomenon in all its extension. Finally, the nature of the interaction 

between those parameters as seen in the experiment results definitely helped in allowing 

us to propose viable solutions when anomalies either external or intrinsic to the 

application are present. 
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Chapter 5 

Conclusions 
 

In this chapter, we will first return to the main contributions of this thesis. The limitations 

of the proposed models will then be outlined. Finally, the work proposed in this thesis 

can be extended in several directions. As a result, some suggestions based on our 

experimental results will be made not only for actual system usage, but also, for any 

future research that may be developed on the topic. 

 

5.1 Overview of the Contributions 
In this thesis, we developed a state-of-the-art with respect to the results presented in [11] 

since a characterization of the response of a single real-time RC SFHSS-based 

application within a multiple user scenario was carried on. In doing this, most commonly 

referred FH code sets were considered and modeled systematically to our prototype of 

RC network. Key aspects concerning the interaction between the transmitting and 

receiving entities (i.e., Primary master-slave association) for the targeted RC application 

were evaluated under the most recent technological mainstream. This was possible based 

on an exhaustive review made on actual SoC ISM transceivers data specification and 

application notes. 

 

Specifically within the multi-user environment, Synchronous and Asynchronous FH-MA 

scenarios were individually taken into consideration. Performance evaluation through two 

main metrics (SLOP and system throughput) was conducted for a single user/application 

under these two networking environments. In relation to this, system engineering 

parameters, such as the use of real clock oscillator and the cross-correlation property of 

the hopping codes, were taken into account within the synchronous case. When 

considering the asynchronous network, a variable data packet duty cycle was featured as 

a key system parameter. All of this, in addition to the completeness of our model for the 

interference phenomenon, allowed us to evaluate a single application response under 

more realistic operating conditions. 
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5.2 Current Limitations 
The asynchronous network scenario comprising multiple slow frequency-hop spread 

spectrum real-time RC applications could be considered as the more general multiple 

access scheme that has been analyzed in this work. Each user has been assumed to 

transmit L binary symbols per hop (slow FHSS) using non-coherent orthogonal FSK 

modulation. Based on the previous conditions, what we believe can be a limitation of our 

modeling framework is the fact that, in order to be exceptionally accurate at the time of 

evaluating system performance, two kinds of collisions should be considered according to 

[42]: collisions at the hopping pattern level (something that we treated in our analysis as 

full or partial types), and those ones happening at the FSK modulation tones. 

 

Full and partial types of collisions were possible to be identified because of the nature of 

the access scheme mentioned above (i.e., due to the asynchronicity). However, the fact 

that either of those events occur not necessarily means that the symbol being transmitted 

at a certain point in time by the user under analysis would be hit or affected by the 

interfering one. The pseudo-random generated carriers can be the same at both 

transmitters (i.e., what would normally correspond to a full or partial collision as seen in 

our model description), but the resulting modulation signal may not be due to the 

modulating symbol. There is a probability governing this kind of event known as the 

average symbol error probability, as defined in [42]; it is a function of the probability 

defined by equations (3.3) or (3.4) (depending on the kind of FH pattern under analysis) 

and a conditional probability of symbol error when hits occur from the rest of the users in 

the network. 

 

Within the context of the situation explained above, it is worthy to mention that the grade 

of affection when considering interference at the FSK tones level is commonly subject to 

an orthogonality criterion [26], [28], [42]. If the FSK signals are considered to be at the 

minimum isolation in order to meet orthogonality, the asynchronicity can compromise 

this property. However, if the separation is large enough, partial collisions will not cause 

interference on both of the matched filters of the BFSK demodulator [42]. This is known 

as the Geraniotis’ assumption. The assumption of this condition (for slow hopping 
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scenarios as it is considered in this work) has been shown [28] to result in an optimistic 

bound with respect to the real symbol error probability. 

 

The inaccuracy introduced in this work could be alleviated if we consider that for a 

moderately high number of hopping carriers (q), our application is such that the number 

of binary symbols transmitted per hop in equation (3.4) is much greater than unity. This 

implies that as the probability of partial hits ( ) 1−
bqN  becomes negligible, so does the 

cross-interference between FSK tones. 

 

As a second aspect when considering limitations in the present work, in order to 

accurately take into account the interference coming from other same-network users 

when analyzing a given targeted user, the respective signal power levels (i.e., at every 

FSK tone) should be differentiated as opposed to considering them the same. The relative 

distances between co-located users should be modeled in somehow as it will make our 

MA scenario even more realistic. 

 

Finally, in regards to the transmission medium, we believe that a complete channel 

characterization must include the effects of the nonselective and selective types of fading; 

specifically the class of nonselective Rayleigh fading channel and the selective wide-

sense stationary uncorrelated-scattering fading channel respectively. 

 

5.3 System Configuration Guidelines and Future Work  
We have learned the following from our experiments about the effectiveness on system 

performance of varying certain engineering parameters: the number of distinct hopping 

carriers; the maximum number of erroneous packets that the modified transmitted 

reference algorithm tolerates before resynchronization (N); the type of FH pattern 

employed; the packet duty cycle; and the accuracy of the clock oscillator.  

 

It is of our knowledge the range of values of those key parameters mentioned above that 

can provide an acceptable level of satisfaction for standard or low level RC real-time 

applications as those featured in this work (i.e., model cars and aircrafts in the hobby 
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category). Based on this, for typical values of the number of hopping channels and 

network occupancy of 40 RF channels and 15 active users, respectively we recommend 

the following; if synchronicity is achieved at the FH pattern level through the network by 

means of the use of extremely accurate clock oscillators with initial accuracy of the order 

of ± 1.5 ppm, the CC FH family of codes should definitely be employed. This fact will 

help to maintain the level of collisions very low for a time period corresponding to 20 

minutes of radio control session as simulated in the experiments. Under these 

circuntansces, the code shift will be in this case of 30 ns per clock tick considering that 

this happens around of the desired value of 20 ms. Recall that CC code sets exhibit zero 

number of collisions at zero shift in time domain, this will cause that interference due to 

MA be virtually null. In the ideal case of perfect synchronism as considered in [11], there 

will not be interference due to MA. 

 

However, such a value of clock accuracy belongs to a high performance clock which may 

be quite expensive and therefore, not justifiable for the kind of real-time application we 

are dealing with. If cost becomes a constraint, typical ISM SoC’s clock accuracy of 

around ± 60 ppm will still cause an adequate average packet loss close to 5 % per data 

packets that are to be sent. Constrains impossed in practice will lead to an optimal 

configuration for the set of system parameters to be used, this means that other 

parameters such as the number of hopping channel and the number of states (N) in the 

transmitted reference synchronization algorithm could be varied even when a good class 

of FH pattern is to be employed. 

410

 

In the more general case (i.e., AFHSS-MA scenario with ideal clocks) the use or not of 

deterministic FH patterns will not exceptionally improve the system performance since 

the best cross-correlation property status would not hold due to the random delays 

between users accesing the medium. For similar system configuration (number of 

hopping channels and network occupancy) a reasonable data packet duty cycle value of 

30 %, employing typical FH patterns based on general random processes, will cause an 

acceptable system performance as the SLOP would be below 0.2 for an interference 

occupancy of 70 % of the entire hopping band. Even considering a heavy interference 

 

 
86



 

scenario of half of the hopping band under interference, if an excesive reduction of the 

packet duty cycle becomes a constrain, there will not be major problems since for a range 

up to 60% of the duty cycle it is still possible to attain an acceptable level of system 

performance ( ). We recall as previously, that this is something that always 

should be seen in conjuction with the possibility of varying other system parameters such 

as the number of hopping channels and the number of states (N) in the modified 

transmitted reference algorithm. 

2.0≤SLOP

 

For future work to be done on the topic, we recommend the implementation of an 

acquisition mechanism other than the uniform serial search enabled by a matched filter 

for a slow-FHSS system, while trying to keep the flexibility of the modified transmitted 

reference synchronization algorithm for the receiver. This is due mainly to the relative 

long acquisition times that we experimented in our simulations at this stage. This will 

definitely impact the performance of the targeted application as the probability for a lag 

occurrence will decrease. 

 

However, this may not be enough for a more serious application such as military, even 

when a highly accurate clock is implemented. We believe that in such a case, another 

alternative for the re-synchronization process will be highly desirable. 
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Appendix A 

Frequency-Hop Sets Experiments 
 

FH patterns play a key role on the system performance. This section is dedicated to 

obtain auxiliary results, based on an appropriate tool, regarding the performance of the 

most known FH code sets generation principles: Memoryless, Markov, and those based 

on the theory of Cubic Congruences (CC). In order to evaluate code performance, we 

built a subroutine called Code Performance Tool where a given matrix of codes that has 

been generated is considered as an input variable for this routine. These matrices are 

considered here as FH code sets. The rows in any of them constitute hopping patterns or 

sequences that are statistically independent with respect to each other. The 

aforementioned subroutine has as output variable the Hamming correlation functions 

(i.e., out-of-phase and in-phase auto and cross-correlation). 

 

We found exceptionally convenient the use of the Hamming correlation approach [44] in 

order to submit a strong criterion regarding optimality of a hopping code set based on 

finite fields. The theoretical foundation for the use of the Hamming correlation function 

is explained as follows: given a set of sequences or hopping codes ),( Fvχ , where each of 

the sequences has length ν  over the finite field F that could be conceived as an ordered 

set of integers representing the m available hopping frequencies { }. The 

Hamming cross-correlation is then defined, considering any given two sequences 

 and as follows [44]: 

1,..., −mf10 , ff

),...,( 110 −= vxxxX ),...,,( 110 −vyyyY =

 

∑
−≤≤

+=
10

),(
vi

iiXY yxhH τ  (A.1) 

 

Where the shift parameter (τ) is taken in the range: [ ]1,0 −v . The parameter enclosed by 

the sum above is such that: 
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Where all the operations among position indices are performed modulo v. In equation 

(A.1), if YX =

)mod(v

, the out-of-phase and in-phase Hamming autocorrelation is obtained for 

0≠τ and )mod(0 v=τ , respectively. 

 

It is always desirable for a FHSS-MA network that the Hamming out-of–phase and cross-

correlations be as low as possible. With respect to the autocorrelation, it is also very 

convenient that it be as impulsive as possible in order to minimize ambiguity at the time 

of acquisition for any given transmitter-receiver pair. In relation to these claimed 

properties, the Lempel-Greenberger optimality criterion [44] would contribute to give a 

complete characterization of a family of hopping codes within this context. 

 

All that is needed in order to evaluate a family of FH codes is the computation of the two 

following parameters (H) for each of the distinct pairs of sequences X and Y [44]: 

 

{ }),(),(),(max),( YXHYHXHYXM caa=  (A.3) 

 

Where {
11

)(max)(
−≤≤

=
v
XXa HXH

τ
}τ  is the maximum value of the out-of-phase Hamming 

autocorrelation for sequence X. The second term in equation (A.3) implies the same 

operation but in case of sequence Y. The rightmost term, { })(max),(
10

τ
τ XYvc HYXH

−≤≤
= , 

refers to the maximum of the cross-correlation Hamming function between the two 

sequences. 

 

The Lempel-Greenberger optimality criterion for a family of codes ),( Fvχ  states that a 

given set of FH codes is optimal if every distinct pair of sequences X, Y is an optimal pair 

[44]. For this last condition to hold, the following inequality needs to be verified: 
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),(),( ** YXMYXM ≤  (A.4) 

 

Where the right hand term in equation (A.4) is evaluated for the rest of all distinct pair of 

sequences (X, Y) that belong to the set ),( Fvχ . In such a case, the pair of sequence *X , 
*Y is said to be an optimal pair within the set. 

 

We generated three sets of ten FH codes each. One of them was based on the theory of 

Cubic Congruences (deterministic in nature), while the other two were selected as based 

on a general random stationary process where the sequences are generated independently 

from each other (see Figures A.1 and A.2). The dimension (v) of the frequency library F 

was chosen to be ten. This implied that { }10,9,8,7,6,5,4,3,2,1=F . We omitted the value 

zero from the library for pure formalism. 
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Figure A.1 Family of 10 FH codes based upon the theory of Cubic Congruences 
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Figure A.2 Families of 10 FH codes based on Memoryless (left) and Markov (right) 
                                    general random stationary processes 
 

Lempel and Greenberger also developed a lower bound for the parameter M where for 

any pair of distinct FH sequences X, Y that belongs to the set ),( Fvχ  and with library 

size m, it holds that [44]: 

 

( )
23

2
),( 0

22

−

−++
≥ ∑ =

v
veded

YXM
m

i iiii  (A.5) 

 

Where  and  represent the number of times a specific frequency (f) from the library F 

appears in one period of the sequences X and Y, respectively. Based on equation (A.5), 

we estimated the lower bound for the parameter M for all possible pairs in the three set of 

codes. In case of the CC and Memoryless family examples we obtained 0.357 (for all the 

pairs) and 0.571 (the lowest registered), respectively. The latter set of codes exhibited a 

higher value for the aforementioned parameter compared with the CC set in all the cases. 

It is important to note here that each of the sequences of the CC code set is a type of non-

repeating codeword, something that does not hold for hopping codes based on general 

random stationary processes, as it is the case of Memoryless and Markov. This property 

will definitely contribute to decrease the right hand term in equation (A.5) since the 

following two conditions are fully satisfied [44]: 

id ie

110 ... −≤≤≤ mddd  with 101 ≤−− ddm  

and  with 110 −≥ mee ... ≥≥ e 110 ≤− −mee . By simple inspection of the matrix of CC codes 

in Figure A.1, it is possible to notice how such a dual condition is widely satisfied. 
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Figure A.3 Hamming autocorrelation functions for each sequence in the  
                                            CC code matrix shown in Figure A.1 
 

Figure A.3 shows the Hamming autocorrelation functions (which includes both in and 

out-of-phase autocorrelations values) for the CC code set presented as an example. As 

can be seen all the functions are quite impulsive and meet the important requirement for 

the out-of-phase values which resulted to be as low as zero for all the range of the delay 

factor (τ). On the other hand, Figure A.4 represents in this case, the cross-correlation 

functions for all the distinct possible combinations of row one of matrix shown in Figure 

A.1 with the rest of the rows. 
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Figure A.4 Hamming cross-correlation functions for the combinations of row one  
with the rest from the set of CC codes shown in Figure A.1 

 

For all the cases, a constant upper bound of as low as two was obtained, which means 

that when two any codewords are shifted one with respect to the other in the time 

domain, a maximum of two coincidences or hits are possible to occur. This behaviour 

was verified for all the possible distinct combinations of rows in the set. 

 

In case of the Memoryless and Markov code sets, as shown in Figures A.5 and A.6, 

respectively, the shape of each of the Hamming autocorrelation function does not always 

meet the specifications explained earlier in this section as it was not exactly impulsive. 
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Figure A.5 Hamming autocorrelation functions for each sequence in the Memoryless  
                           code matrix shown in Figure A.2 
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Figure A.6 Hamming autocorrelation functions for each sequence in the Markov  

                                     code matrix shown in Figure A.2 
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Figure A.7 Hamming cross-correlation functions for the combinations of row one with the  
                             rest from the set of Memoryless codes shown in Figure A.2 
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Figure A.8 Hamming cross-correlation functions for the combinations of row one with the  

                             rest from the set of Markov codes shown in Figure A.2 
 

 

Figures A.7 and A.8 show the set of Hamming cross-correlation functions specifically for 

the first codeword in the Memoryless and Markov code sets shown in Figure A.2. If they 
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are examined, one can notice that no constant upper bound as in the case of CC code is 

possible to be found for all the cases. We performed the computations for the rest of the 

all possible distinct combinations in the set and the behaviour was found to be very 

similar. 

 

All this non-uniformity observed in both functions for the case of the general random 

stationary process (i.e., Memoryless-based FH code) definitely contributed to the fact that 

the code set did not meet the Lempel-Greenberger optimality criterion cited before. 

Obviously, it is expected that a given CC FH code set behaves much better than a set of 

FH codes based on a general random stationary process for the same conditions. This a 

priori assumption is verified through some of the results shown in Chapter 4. 

 


